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We present progress towards the development of an atomic magnetometer capable of accurate scalar and vector mag-
netic field measurements with high sensitivity and no need for external calibration. The proposed device will use the
interaction between a bi-chromatic laser field and rubidium vapor to derive magnetic field strength and direction from
measured amplitudes of Electromagnetically Induced Transparency (EIT) resonances. Since the proposed method re-
quires precision control of light polarization, we observe the performance capabilities of a liquid crystal device to rotate
the polarization of the laser field. Another goal in this project is to optimize and characterize EIT resonances by vary-
ing laser frequency, modulation strength, and polarization locking parameters to most precisely measure and accurately
describe magnetic fields. Finally, we realize a method to derive field direction from comparisons of EIT resonance
strengths. The work completed herein will inform the greater project’s noise reduction, component manufacturing, and
device refinement steps that aim to produce the first compact and unobtrusive vector magnetometer.

I. Introduction

The precise measurements of the magnitude and direc-
tion of a magnetic field have long been achievable, but the
instruments and methods used are often inherently imper-
fect. Hall probes and search coils use Lorentz forces and
magnetic induction to spatially dislocate electrons in met-
als to create measurable voltages indicative of magnetic field
strength. Magneto-resistive sensors use spin-dependent tun-
neling through magnetic thin films and are more sensitive
than Hall probes. The most sensitive magnetometers we have
today are the superconducting quantum interference device
(SQUID) and the atomic magnetometer; both take advantage
of quantum effects to translate magnetic fields into measur-
able quantities1.

Today, only atomic magnetometers are truly considered ac-
curate as they rely on fundamental constants of nature like the
atomic g-factor (measured with high accuracy for most atoms)
and the bohr magneton. Other instruments rely too heavily on
uncontrolled variables or material properties. However, many
types of atomic magnetometers are scalar devices, sensitive
only to the total magnetic field value, and cannot determine
the vector components of a field, which is crucial informa-
tion for a plethora of magnetometer applications in aircraft,
spacecraft, geological surveys, positioning systems, and sub-
marine vision2. Many modifications to the atomic magne-
tometer have been implemented, but all attempts to date either
degrade accuracy or apply an external field which can interfere
with nearby sensors.

This thesis is a part of a longer-term project aimed to
demonstrate a vector atomic magnetometer operating at Earth-
like magnetic field and capable of measuring magnetic field
strength with sub-picotesla precision. For these experiments
we will rely on Rubidium-87 (87Rb) atoms interacting with
a bi-chromatic laser field whose frequency will be tuned to
match two optical transitions in Rubidium atoms. Under
these conditions have observed several spectrally narrow res-
onances in the laser transmission. This effect is called Elec-

tromagnetically Induced Transparency, or EIT, and is caused
by quantum interference of the multiple excitation pathways
of a valence electron in Rb atoms. The position of each res-
onance will allow us to precisely determine the magnitude of
the external magnetic field, while the relative amplitudes of
the peaks provide information regarding the orientation of this
field with respect to the propagation direction and the polar-
ization of the laser beam.

The unique advantage of this approach is that no external
calibration is required, a drawback of other magnetometers;
the magnetic field orientation will be measured relative to the
laser light polarization and propagation vector. Contrasting
with existing devices, this project will combine scalar accu-
racy, long-term stability, vector measurement capability, and
the absence of interfering applied fields into a single sensing
unit. In the future, such a unit could be manufactured as a
compact, chip-scale device that would facilitate magnetic ob-
ject measurement and location tracking.

My role in this project is the optimization of EIT reso-
nances to provide maximally accurate and precise magnetic
field measurements, as well as the evaluation of vector magne-
tometer performance. This work will ensure this magnetome-
ter’s stability and accuracy even in the presence of technical
noise and component fluctuations.

II. Theory Overview

A. Coherent Population Trapping

The central concept for this magnetometer’s operation is
electromagnetically-induced transparency (EIT) made possi-
ble through coherent population trapping (CPT) in rubidium
vapor. A laser can be set to emit light of a frequency which
matches a resonance frequency of rubidium; the atom may ab-
sorb a photon and move into an excited state in this case, later
emitting a photon and moving back into the ground energy
state. If we employ a bi-chromatic laser such that it emits



two coherent frequencies of light, each matching a resonant
frequency of rubidium, we may place the atom in a superposi-
tion state. The requirement for this state is that the difference
between the each laser frequency and resonance frequency be
about the same.

The superposition state is called a “dark state" because an
atom in this state does not interact with light. Since atoms
in the dark state cannot interact with the EM field, they have
been “trapped" and CPT causes electromagnetically-induced
transparency. The EM field passes through the Λ-system with
near zero chance of absorption, meaning there is nearly 100%
transmission. Around this pair of frequencies, transmission
increases sharply, forming what will be referred to as an EIT
peak.

B. Zeeman Shifts and Scalar Field Measurement

Several magnetic energy sub-levels exist in the ground state
of the rubidium atom; this is called hyperfine splitting. The
Zeeman effect serves to split these levels by an energy differ-
ence linearly proportional to the static magnetic field applied
to the system, ∆Em = mh̄γB. Here m is the azimuthal quantum
number, h̄ is the reduced Planck’s constant, B is the magnetic
field strength, and γ is a constant. EIT peaks occur between
Zeeman sublevels with ∆m = 0,±1,±2, where ∆m is the dif-
ference in m between two given levels.

FIG. 1. Atomic levels in the 87Rb 5S1/2 → 5P1/2 optical transition,
interacting with two EM fields E0 and E1 with frequencies ωm sepa-
rated by ground-state hyperfine splitting. Arrows represent possible
transitions between Zeeman sublevels. The horizontal dashed lines
indicate the unshifted positions of Zeeman sublevels. From refer-
ence3.

87Rb has the energy level structure shown in Fig. 1 that
allows for seven EIT peaks caused by CPT. They are sepa-
rated in frequency from their neighboring peaks by ∆ν = γB.
Therefore, we arrive at a method to measure the magnetic field
strength. The frequency separation of EIT peaks does not de-
pend on the direction of the field, so this is a reliable method
of measuring the scalar magnitude of any external magnetic
field. An example of these EIT peaks found after a laser radio-
frequency (RF) sweep is in Fig. 2.

Field direction affects the coupling strength between mag-
netic sublevels and therefore changes the amplitude of EIT
peaks. Previous studies3, however, have demonstrated the ex-
istence of two permanent peaks corresponding to a±2 that do
not disappear for any field orientation. When the magnetic

FIG. 2. Arrangement of seven EIT resonances evenly spaced in fre-
quency ∆ν = γB. Each is labeled an where n indicates the peak’s
relative position to the central resonance, separated by ∆ν = nγB.
The frequency value in the x-label is the approximate frequency of
the central resonance, 6.834 GHz.

field B⃗ is parallel to the laser vector k⃗ polarized at φ = 0◦,
quantum selection rules dictate that ∆m = 0 transitions are al-
lowed (the vertical arrows in Fig. 1); this restricts us to lambda
systems that are two levels off of hyperfine splitting, the a±2
peaks. These peaks can be used for reliable scalar field mea-
surements.

C. Field Direction Measurement

The end of Section II B explains how EIT peaks change
in amplitude based on the orientation of the magnetic field.
This phenomenon presents a unique opportunity to measure
the direction of the field without a need for external orienta-
tion calibration. The EIT resonance amplitudes depend on the
relative orientations of three vectors: the laser wave-vector
k⃗, the laser field polarization φ , and the magnetic field direc-
tion B⃗4,5. These three vectors are geometrically represented in
Fig. 3.

FIG. 3. Field geometry in the vapor cell. k⃗ is the laser wave-vector,
always oriented along the central axis of the vapor cell. B⃗ is the
magnetic field vector, an angle θ off of the k⃗ vector. φ is the laser’s
polarization, given as an angle relative to the plane formed by B⃗ and
k⃗. From reference3.

Transitions between energy levels with the same m (solid
arrows in Fig. 1) are solely enabled by the laser polarization
component along the magnetic field. Transitions between en-
ergy levels with ∆m =±1 (dashed arrows in Fig. 1) are solely
enabled by the remaining orthogonal component. Theoreti-
cally, if we examine the possible two-photon transitions and
all their combinations, we can calculate the resulting ampli-
tude of each CPT resonance as a function of the angles be-
tween laser propagation, polarization, and the magnetic field
direction vectors.
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FIG. 4. Experimental Dependence of EIT resonance amplitudes on
polarization angle φ in a magnetic field at angle (a) θ = 90◦ and (b)
θ = 15◦ with respect to the laser wave-vector k⃗. Curves are labelled
to match their corresponding EIT peak(s) in Fig. 2. From reference3.

Fig. 4(a) visualizes this dependence with experimental re-
sults3. It depicts a sweep of φ while the magnetic field is ori-
ented at angle θ = 90◦. The amplitudes for a±1 and a±3 are
only nonzero when both polarization vector components par-
allel to and orthogonal to the B⃗ field component in plane with
polarization (the xy-plane in Fig. 3) are nonzero. The central
peak a0 has zero amplitude when polarization is parallel to B⃗’s
polarization plane component. The peaks a±2, as discussed at
the end of Section II B, always have nonzero amplitude, mak-
ing them vital for measuring the scalar magnitude of the field
in any direction.

We see that EIT peak amplitudes exhibit universal extrema
whenever the light polarization is parallel or perpendicular to
the magnetic field’s polarization plane component. This forms
an important basis for measuring magnetic field direction that
is free from dependence on other experimental parameters like
laser power. Thus, knowledge of the polarization direction
φ and laser propagation direction k⃗ can tell us about the az-
imuthal angle of the magnetic field if we compare the relative
amplitudes of measured EIT resonance peaks.

In Fig. 4(b), the relative angle between the laser propa-
gation k⃗ and magnetic field direction B⃗ has been reduced to
θ = 15◦. The overall variation in each of these amplitudes has
decreased significantly. Once the B⃗ field is parallel to the laser
vector k⃗, each of these curves flattens entirely. Therefore, by
measuring the variation in the amplitude of a single CPT reso-
nance when φ changes, we can establish the angle θ between
k⃗ and B⃗.

With the scalar magnitude of the field established through
the separation of EIT peaks, the azimuthal angle φ established
through the relative amplitudes of the EIT peaks, and the angle
θ between the magnetic field and laser propagation direction
established through a resonance’s response to changing polar-
ization, this method fully characterizes any constant magnetic
field vector B⃗.

III. Experimental Setup

The optics and electronics components complement each
other for stable experimentation and measurement, but it helps
to look at each separately for the full operational concept to
be realized. In essence, a bi-chromatic laser with a frequency

locking mechanism first shines through a controllable polar-
ization rotator. It then travels through a 87Rb cell in a localized
magnetic field, interacting with the atoms in a way dependent
on the field conditions, and the remaining light arrives at a
photodetector. The transmission data is read on a computer or
oscilloscope and sent back through a feedback loop that locks
the polarization rotator to the angle of peak transmission if
desired.

FIG. 5. Experimental Setup. VCSEL stands for vertical-cavity
surface-emitting laser, the polarization rotator LCVR stands for Liq-
uid Crystal Variable Retarder, VLCV R is the voltage we send to the
LCVR, fPR is a modulation signal added on top of VLCV R, PD is a
photodetector, and the Lock-in Amplifier is a component of the feed-
back loop capable of derivative calculation.

A. Liquid Crystal Variable Retarder

The liquid crystal variable retarder (LCVR) is a key device
of interest because its function is to rotate the plane of polar-
ization of incoming light. In terms of the geometry of Fig. 3,
this device changes φ , a key variable in determining magnetic
field direction. The device performs the same function as a
half-wave plate (λ/2), however it changes the angle at which
it polarizes incoming light dependent on the voltage applied
to it. This presents the opportunity to change φ to specific
angles, sweep φ over its whole or partial range of possible
values, and vary φ with a desired frequency.

Figure 6 shows a molecular cross-section of the LCVR.
Applying no voltage to the device means all anisotropic ne-
matic liquid crystal molecules are parallel to the fused silica
and alignment layers. Maximum retardance is achieved in
this state. An applied voltage will forcefully rotate and hold
molecules in their rotated state so long as that constant voltage
is applied. In the 0-10 V range the device is capable of taking
in, higher voltages move the atoms towards being perpendic-
ular to the alignment layer. The layer of molecules closest to
each alignment layer are pinned, however, and are unable to
rotate fully. Maximum and minimum retardance do not mean
anything as metrics in this experiment, so the device will be
calibrated in Section IV A, finding a function mapping voltage
to angle and vice versa.
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FIG. 6. Schematic of LCVR operation. In (a), no voltage is applied
and all molecules in the liquid crystal layer are relaxed and oriented
parallel to the outer fused silica and alignment layers. In (b), a volt-
age V >> 0 is applied and all molecules not pinned to the alignment
layer rotate towards a perpendicular orientation, where minimum re-
tardance is achieved.

B. Rubidium Cell

A shielded cylindrical container holds the rubidium cell to
avoid interference from non-homogeneous residual fields in
the environment. Within this cylinder, three sets of Helmholtz
coils (aligned longitudinal to the laser, transverse horizontal,
and transverse vertical) form a three-dimensional apparatus
to create a magnetic field in any useful direction by adding
the axis-aligned magnetic vectors each set of coils produces.
Fig. 7 shows the cell enclosure and final photodetector, with a
simple lens in between to focus incoming light.

FIG. 7. The shielded 87Rb cell chamber and simple photodetector at
the end of the setup. The right image shows the 3D-printed three-
dimensional Helmholtz coil setup within.

The cell itself holds only the 87Rb isotope of rubidium and
neon buffer gas. Rubidium atoms in the dark state in an EIT
resonance tend to lose this superposition state when they col-
lide with the walls of the cell. The atoms have high velocity
and can move in any direction, thus many collisions happen
per unit time; we do not want our specially-prepared atoms to
decay into the ground state rapidly after achieving EIT. The
addition of buffer gas is an established trick to alleviate the
issue. Rubidium atoms will collide with neon atoms more of-
ten and the walls much less, but neon collisions preserve the
spin state of rubidium atoms6. A part of this exploration is to

determine the optimal cell parameters. The pressure of buffer
gas must be calibrated because too little allows more Rb wall
collisions, but too much dulls the effects of EIT transmitted
through the cell. Cell temperature is also important and un-
der investigation, because higher temperatures lead to a higher
pressure of vaporized 87Rb atoms but less transmitted light.

C. Lock-in Amplifier

A lock-in amplifier is a device that can ensure a signal lock,
like on a polarization setting maximizing transimission, by
means of finding the first derivative of an input signal. This
device can resolve small signals within a great deal of noise so
long as it is given the carrier wave of the target signal. It takes
in the final photodetector’s output signal, a reference signal
carrier wave of the same frequency as the output we want, and
it outputs what is desired: either an amplified target signal
without the noise or a higher derivative of this signal7.

In our setup, we want the capability to hold the LCVR po-
larization at peak or minimum transmission as seen on the
curves in Fig. 4. This requires effective dynamic locking of
the LCVR input voltage, meaning we need a feedback loop.
The derivative of the output signal is a fantastic basis for a
feedback loop, since the derivative at any rounded local max-
imum or minimum is zero. In a sweep around the minimum
or maximum, the derivative will look like a steep linear curve
through zero with an upward or downward slope respectively.
Thus, ensuring the lock-in amplifier’s signal is zero ensure we
are situated at a transmission peak: this can be used as an er-
ror signal for the proportional-integral-derivative (PID) con-
troller, locking the LCVR at a polarization with peak trans-
mission.

D. Auxiliary Electronics and Software

Several additional electronics and computer software are
vital for the magnetometer’s operation and experimentation
that each require a brief mention.

A four-channel oscilloscope is essential for locking the
laser, system monitoring, and for most data acquisition. It
is connected to a desktop computer such that a MATLAB pro-
gram can extract any waveform data displayed on the scope
screen. Its measurement abilities are common knowledge, but
on the topic of locking the laser, the waveform in Fig. 8 is di-
rectly viewed on an oscilloscope triggered at the laser’s modu-
lation frequency. At this trigger frequency we also see the out-
put of the final photodetector in line with the dichronic atomic
vapor laser lock (DAVLL) signal such that the characteristic
dips in transmission that occur in the neighborhood of an EIT
peak line up with the linear zero-crossing of the DAVLL sig-
nal. This helps find the location to lock the laser frequency at
before sweeping frequency around the resonance to find EIT
peaks.

Frequency sweeps are essential in finding the exact small
frequency range where CPT occurs. After laser lock, a
Python program on the same desktop computer can perform
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FIG. 8. An example differentiated signal from the DAVLL. Each
photodetector detects transmitted light from one of the separated res-
onances, so when the output signals are subtracted, we end up with a
curve as such. The ‘linear’ zero-crossing is where we lock the laser
and how the DAVLL detects if we have strayed off resonance. The
zero-crossing lines up with the dip in the photodetector output signal
where the resonance occurs.

RF sweeps around the central resonance in frequency ranges
from 1 Hz to 10 MHz. This is done by precisely modifying
the laser input current.

The laser apparatus requires temperature control to achieve
rubidium resonance given the small current we supply and the
temperature of the main rubidium cell determines its vapor
pressure, so two standard temperature controllers are used.

The LCVR that we use pairs with a digital interface con-
troller that ensures a clean and consistent signal is sent to the
polarizer. Software pairs with the controller to directly control
the input to the LCVR, however in a manner not easily cus-
tomizable. Instead, we use external input, through this con-
troller, from a function generator. Often we want to use it to
set a constant DC offset, sweep through a range of voltages,
or to perform high-frequency sinusoidal fluctuations. Two
signals of these types can be added together, creating a slow
sweeping, a fast modulating, or constant offset signal sent to
the LCVR. This signal may be summed with the error signal
from the PID controller to lock the LCVR at a polarization
with peak transmission.

IV. Results and Discussion

A. LCVR Calibration

The LCVR is a new addition to this ongoing project, so
the first task is to find a calibration equation that maps input
voltage to angle and vice versa. There are many caveats to this
task that make it far more in-depth than it first appears.

The first attempt at a calibration uses the LCVR controller
software to control its input voltage. The laser’s temperature
controller is switched off so that no rubidium resonances in-
terfere with raw transmission data. A polarizing beam split-
ter is placed after the LCVR but before the 87Rb cell to ob-
serve the change in the LCVR’s effective polarization angle.

If the LCVR polarizes along the PBS’s polarization axis the
full laser intensity will be transmitted, but if it is polarized
perpendicularly, no intensity should transmit. The transmitted
intensity follows the equation

I = I0 cos2
φ , (1)

where I is the transmitted intensity, I0 is the incident intensity,
and φ is the relative angle between the polarization axes of the
incident light and PBS. Solving Eq. 1 for φ and ‘unwrapping’
the results (converting angles to equivalent angles in the co-
sine function) such that we arrive at a continuous-derivative
curve, Figure 9 shows the first calibration result.

FIG. 9. Input voltage to LCVR angle calibration by stepping to con-
stant voltages and recording photodiode output. In the fit function,
a = −360± 20, b = 1.50± 0.06, c = 2.72± 0.09, and d = 261± 1.
These are statistical uncertainties.

This result is very important: it tells us that voltage does
not linearly map to change in angle for the full 0-10 V range.
It instead has a best fit function of the form

φ =
a

1+(Vin/b)c +d, (2)

which also leads to a function mapping angle to voltage

Vin = b
(

a
φ −d

−1
)1/c

, (3)

where a,b,c, and d are fit parameters found every time a cali-
bration is run and Vin is the input voltage. Unfortunately, this
function becomes less accurate as we reach higher voltages.
Fortunately, a full range of 180◦ occurs before the function
loses accuracy: this means we can instead survey a smaller
range of voltages to find a better fit function. This choice is
made more appealing by the fact that the function’s rate of
change at higher voltages is very small; the range of angles
covered past 5 V is very small and thus not very useful for
this project.

Another important note to make is that the numerical an-
gles listed on the y-axis are calculated relative to the polariza-
tion axis of the polarizing beam splitter inserted between the
LCVR and rubidium cell. This component is not a permanent
part of the setup, meaning these angle numbers are not part
of an absolute scale. It is only the relative difference in volt-
age and the number of degrees travelled from a start point that
matters.
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We now want to observe the LCVR’s calibration when the
voltage is swept rather than individually set to different an-
gles. We used the LCVR controller software to set triangular
wave voltage sweeps and recorded the output on an oscillo-
scope. Since the molecules in the LCVR have a small re-
sponse time to changes in input voltage, the sweep was varied
with three parameters: sweep direction (low to high versus
high to low voltage), sweep range (about 1 V about a 90◦

range versus 10 V), and sweep time (1, 2, 4, 8, and 16 sec-
onds). The results are in Fig. 10.

FIG. 10. Input voltage to LCVR angle through twenty different
sweep setting combinations. No “unwrapping" is done due to this
analysis being qualitative. Sweep time colors are as follows: blue =
1 s, orange = 2 s, green = 4 s, red = 8 s, purple = 16 s. (a) has increas-
ing voltage from 0-10 V, (b) has decreasing voltage from 0-10 V, (c)
has increasing voltage from 1.584-2.646 V, and (d) has decreasing
voltage from 1.584-2.646 V. The second range is approximately 90◦

of rotation.

In Fig. 10(a), we have an increasing voltage sweep from 0-
10 V. As expected, each of the five sweep times follows the
same shape as our initial calibration in Fig. 9, but a clear in-
consistency appears in the low voltages: shorter sweeps have
a hard time catching up to the angle they should be at when
the voltage is swept so fast. The 16 second sweep encapsu-
lates what the sweep should look like best, starting flat and
unchanging before 1 V and then changing angle rapidly im-
mediately after. The 1 second sweep (blue) attempts to adjust
from 10 V at the end of the last sweep to 0 V, but clearly not
fast enough to even reach the 20◦ starting point it should be
at at 0 V. This means it and the other faster sweeps continue
to lag behind even on the down-slope starting at 2V. Once the
polarization angle starts changing at a slower pace, however,
all sweep times have their angles synced to where they should
be for the remainder of the voltages.

In Fig. 10(b), the same 0-10 V range is swept, but this time
starting at the high 10 V and sweeping down to 0 V. Again,
there is inconsistency between the fast and slow sweeps, but
this inconsistency is visually smaller. This tells us relaxing
the voltage causes a faster reaction from the LC molecules
than increasing it.

Fig. 10(c) sees an increasing voltage sweep again but with

a smaller voltage range encapsulating approximately 90◦ of
rotation. This smaller range ensures the sweeps are changing
voltage at a slower rate, giving more time for LC molecule
reaction. There is certainly more coherence between sweep
times in this case versus the same downward slope around 2
V in Fig. 10(a). However, the faster sweeps of 1 and 2 s still
lag behind when the sweep starts.

Finally in Fig. 10(d), returning to the better downward
sweep but in this smaller range, all sweep times result an
almost immediate shift to the correct angle when the sweep
starts on the right. The ‘trace’ points on the right (where the
LCVR is rapidly attempting to reach the correct angle) are
much more brief than those in Fig. 10(c), and the visual lag
behind the 16 s sweep is much smaller. This reinforces the
need to sweep from high to low voltage going forward, in a
small range if possible, and for longer times.

With this information, a more definitive calibration curve is
possible. We now know a decreasing voltage sweep is ideal,
slower sweep speeds are ideal (though long sweeps are unre-
alistic for the final device), and a narrow voltage range gives
sweeps more accuracy. This next sweep is 4 seconds long, as
it is a realistic time scale while being long enough to achieve
a high degree of volt-to-angle accuracy. It takes the range of
3 V between 1 V and 4 V, as this encapsulates more than 180◦

of rotation and avoids less-useful higher voltages.

FIG. 11. Input voltage to LCVR angle achieved through a decreasing
voltage sweep from 4 V to 1 V for four seconds. In the fit func-
tion, a = −239.1 ± 0.4, b = 1.868 ± 0.001, c = 4.12 ± 0.01, and
d = 249.3± 0.1. The lack of points around 90◦ and 180◦ is due to
the nature of the arccos conversion from intensity voltage to angle.

Fig. 11 is the result of the calibration sweep. The points
follow a curve that the same function type as in Fig. 9 fol-
low. The primary difference, however, is that the lack of de-
viating points at large V allows fit parameters which fit the
data much better. This is numerically evident from the order-
of-magnitude smaller errors on all the fit parameters between
Fig. 11 and Fig. 9.

This sweeping calibration method is much faster than tak-
ing individual points like in Fig. 9, so every time a new voltage
source or form of signal modulation was introduced, we ran a
calibration sweep to check the same function fit.
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B. Applying Modulation

The lock-in amplifier requires a signal with amplitude mod-
ulation as input, so the next order of business is to test how the
LCVR responds to an input signal with fast modulating am-
plitude. First, we found in Section IV A that the LCVR has a
nontrivial response time to a new applied voltage, so it is rea-
sonable to guess that modulating voltage a large amount with
high frequency will result in the device lagging. It will be un-
able to achieve the full range of rotation for each period of the
fast modulating signal.

To test this, we choose four DC offsets for the fast modu-
lating signal and calculate the peak-to-peak modulation am-
plitude that would cause about ±5◦ of rotation about each DC
offset. We place a half-wave plate and PBS after the LCVR
and turn off the laser’s temperature control to ensure no EIT
interaction. The half-wave plate is rotated to the point where
about half of the maximum intensity output is achieved at each
DC offset; this is to ensure the modulation of angle achieves
the maximum intensity difference when rotated in a 10◦ range.
We disconnect the LCVR’s controller from the controller soft-
ware and start using a more versatile function generator for the
LCVR. We record the peak-to-peak amplitude of the photode-
tector’s output signal when this modulation signal’s frequency
is set to several frequencies.

FIG. 12. Effect of increasing modulation frequency on the peak-to-
peak amplitude of the photodetector output signal.

In Fig. 12, we achieve what was expected: increasing the
frequency of the modulation input decreases the effective ro-
tation range achieved. The more interesting result here is that
a higher DC offset for modulation means the overall loss of
amplitude is decreased. When at a DC offset of 1.5 V, fre-
quencies not far above 100 Hz cause too significant a loss for
the modulation to be useful, falling lower in amplitude than
noise. However, working with larger DC offsets allows higher
usable frequencies because the loss isn’t as destructive.

An additional reason to use smaller frequencies is that the
output signal is distorted and no longer sinusoidal above about
50 Hz. This is traced back to the response time: increasing the
voltage to the LCVR shifts its molecules into position quicker
than decreasing the voltage, and thus modulation shoots trans-
mission fast in one direction and slow in the other. As a result,
we decide to use a modulation frequency of 18 Hz. The lock-
in amplifier can pick it up, it is sufficiently small to produce

an easily detectable peak-to-peak amplitude, and no distortion
occurs.

C. EIT Peak Frequencies

For many experiments in this work the magnetic field mag-
nitude is held at constant magnitude and transverse (θ = 90◦)
for maximum output amplitude. This corresponds to inducing
a 500 mG field through the set of Helmholtz coils parallel to
the ground and transverse to the laser field. The frequency
separation of EIT peaks is constant under this condition, as
determined by the theory in Section II B, thus it is important
to know the exact frequency each peak sits at with this field.

Any half-wave plate or PBS between the LCVR and the cell
is removed, the laser temperature control is switched on, and
the laser is locked at 6.834 GHz. The RF sweeping Python
program is used to change the laser’s frequency with ease and
precision.

The lock-in amplifier finds the derivative of the photodiode
output, so determining where the lock-in output crosses zero
tells us where the peak position is. Unfortunately, experimen-
tation with the lock-in output has the zero-crossing shifted a
few kHz from the photodiode output’s EIT peak, as seen in
Fig. 13, due to a slow device response time.

FIG. 13. The lock-in amplifier’s first derivative signal zero-crossing
does not align with the EIT transmission peak during testing.

However, switching the lock-in’s setting to measuring the
second harmonic of the signal manages to fix this issue. The
second harmonic instead finds the second derivative of the in-
put, meaning the EIT peak will not align with a zero-crossing,
but instead with a minimum or maximum due to the zero-
crossing having a large slope. By first sweeping RF frequen-
cies in a large enough range (±1.25 MHz) to see all seven EIT
peaks and then “zooming in" by sweeping a small (±5 kHz)
range around a peak position, lock-in output data gives a large
positive peak with a maximum at the EIT resonance.

Table I displays the frequencies of the EIT resonances at
this field strength. Nontrivial noise existed in the lock-in sec-
ond harmonic signal, so the exact location of the peak was
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Resonance Frequency (±2×10−6 GHz) ∆ from m = 0 (MHz)
-3 6.8336367 -1.0445
-2 6.8339844 -0.6968
-1 6.8343325 -0.3487
0 6.8346812 0

+1 6.8350323 0.3511
+2 6.8353805 0.6993
+3 6.8357316 1.0504

TABLE I. EIT resonance frequencies for a 500 mG transverse field.
The difference from the central resonance is listed in the third col-
umn.

found through curve fitting and warrants significant uncer-
tainty. One tip that this data is imperfect (though a useful
guide nonetheless) is that the magnitude of the difference from
the central resonance for the peaks ±1,±2, and ±3 do not
each match. It is arguable that parallel magnitudes here fall
into each others’ uncertainty ranges, but there are certainly
methods to decrease the noise in the lock-in signal and achieve
more accurate frequency measurements. Accuracy here leads
to more accurate measurements of the scalar magnetic field.

D. Magneto-Optical Rotation Caused by Rubidium

We discovered that the effect of magneto-optical polariza-
tion rotation had a bearing on our system, gradually rotating
the laser’s polarization through the rubidium cell. Since we
want to achieve a polarization locking mechanism so as to
hold our LCVR at the polarization with maximal transmis-
sion, we need to characterize this effect so it can be accounted
for in future measurements.

This is where the difference signal on the four-channel pho-
todiode is useful: we can measure how the signal moves above
or below its off-EIT-resonance zero point, indicating the po-
larization has rotated. The PBS splitting the post-cell signal
into its horizontal and vertical polarization vector components
enables the difference measurement.

First, we observe this polarization shift effect on the m =
+2 resonance over a 180◦ range of field rotation in θ , from
parallel to the laser wave-vector to anti-parallel. We achieve
this range by flipping the longitudinal Helmholtz coil input
wires, creating a field in the opposite direction while still ma-
nipulating the transverse coils to reach any angle desired.

Figure 14 shows us that fields closer to parallel to k⃗ and
fields closer to antiparallel to k⃗ rotate the laser’s polarization
in opposite directions. This may give a reliable method to
differentiate between supplementary θ angles, like 50◦ and
130◦.

We attempted the same measurements by flipping the trans-
verse field coils in a 180◦ range. Unfortunately, there was
no reliable difference between supplementary angles in this
range and thus there is no useful method to find here. We ex-
pected this result, however, as we can imagine the polarization
shift “peak" in Figure 14 oscillating in amplitude like a cosine
wave: the wave crosses zero amplitude at 90◦ and hits max-

FIG. 14. The differential photodiode’s measurements of the rubidium
cell’s rotation of polarization at different field θ angles for the m =
+2 resonance. There are two traces at 90◦ to show no difference
between the angle when dialed with flipped coils.

ima and minima at 0◦ and 180◦, so we cannot tell if we are at
−10◦ or 10◦ by looking at amplitude alone.

Now, we would like to observe if this effect occurs for all
the EIT peaks, taking full seven-resonance polarization differ-
ence traces at many field angles.

FIG. 15. The differential photodiode’s measurements of the rubid-
ium cell’s rotation of polarization at different field θ angles over the
EIT spectrum range. Each trace has seven deviations from its unique
"zero" level, each where an EIT peak normally occurs. Figure (a) is
the data at its natural shifting offset (investigated subsequently) and
figure (b) is a plot of each trace separated for visual clarity.

Figure 15(b) shows each of these traces stacked on top each
other, from θ = 0◦ to θ = 90◦, clearly showing that at each
of the EIT resonant frequencies, a polarization shift occurs.
The magnitude of this shift is dependent on the peak and field
angle. Mirrored peaks (m = ±2 for example), have shifts in
opposite directions, but of the same magnitude.

Figure 15(a) is initially confusing to look at, since many
traces are bunched at the bottom. We expect this when over-
laying all traces onto one graph, however, so the strange parts
are the traces at higher difference voltages. This indicates
that there is another source of self-polarization rotation with
changing field angle. As the field moves farther from the laser
vector, the background rotation (even off EIT resonances) ro-
tates significantly. We suspect that it could be due to the larger
rubidium resonance we are locked onto. Without locking the
laser, we observed the entire absorption resonance at a range
of field angles.

Alexander Toyryla 8



FIG. 16. The differential photodiode’s measurements of the rubidium
cell’s rotation of polarization at different field θ angles for the full
absorption resonance we lock to. The rightmost difference peak in
(a) is our resonance, however the left peak acts in a similar way.
(b) tracks the resonance’s difference amplitude and plots how the
polarization angle shifts as the field angle changes.

Figure 16 displays how the full absorption resonance shifts
the polarization dependent on θ . The rightmost difference
peak in Fig. 16(a) is the location of the resonance we lock
to; the leftmost peak is a nearby resonance we don’t interact
with that acts in a very similar way dependent on field angle.
Figure 16(b) tracks the top of the resonance peak for visual
clarity as we move through θ angles. There is a clear short
rotation in one direction before rotating significantly in the
other as we approach θ = 90◦. It is important that this data is
recorded as this shift needs to be taken into account when cali-
brating laser polarization-dependent methods for determining
magnetic field angle. Without subtracting shifts like this, field
direction measurements can be up to 0.05 radians off (about
2.9◦), defeating the goals of accuracy this device requires.

E. Establishing a Polarization Lock

We now focus on building a feedback loop by incorporat-
ing a summing circuit and a proportional-integral-derivative
(PID) controller with input from the lock-in amplifier. The
PID controller uses the absolute error from zero, information
about the error over time, and the trajectory of the error for
the future to rapidly output a voltage that is the difference be-
tween the LCVR’s current voltage and that which would bring
it to the transmission peak. We sum the hard-set function gen-
erator voltage and the PID voltage and apply the sum to the
LCVR. The result is, when pre-set within a generous range of
the polarization peak, the LCVR is locked to the rotation of
maximum output.

There are a few key effects of the lock. First, it does some
work to correct noise and imperfections in the LCVR. Though
it is not perfect in this regard, this noise has not been a major
issue. Second, if we manually change the raw LCVR input
on the function generator, the lock will ensure the sum of the
new input and the error signal is the same as it was before
changing it. Third, to be subsequently tested, the lock should
correct the LCVR polarization when the azimuthal φ angle is
changed with the magnetic field coils rather than the LCVR.

While the difference output on the post-cell photodetector
can indicate how much the light’s polarization has rotated,
Section IV D gives reason to doubt its efficacy. Figure 17

FIG. 17. Location of the pre-cell differential photodiodes in the
experimental setup. NPBS stands for non-polarizing beam splitter,
which simply diverts some of the laser intensity to the detector’s
branch without discriminating based on polarization.

shows the position of the new pre-cell photodetector that cal-
culates the difference between its two photodiodes just like
the post-cell detector, but this one is not affected by magneto-
optical rotation or other effects that will throw off measure-
ments.

To test the lock’s response to changing field, we use the
equation

φ ≈ 1
2

(
∆I
ΣI

)
(4)

to calculate the angle the polarization has rotated. φ is the
angle in radians, ∆I is the difference between the intensities
measured by each of the balanced photodetectors in either
the pre- or post-cell setup (effectively the output of the dif-
ference signal), and ΣI is the sum of the two photodetector
intensities. The sum is easily measured on the post-cell de-
tector, but for the simplistic pre-cell detector we must rotate
the half-wave plate to make the difference zero and cover one
detector. We can double the output to find the sum. The
reason for the approximation is that the exact equation is
φ = (1/2)arcsin(∆I/ΣI), but arcsine is near linear for a sig-
nificant domain around zero.

The polarization lock is set at φ = 90◦ and left active
with only this initial setting. 100 second traces of both de-
tector difference and sum signals are taken at field angles
θ = 90◦, φ = 90◦,88◦,86◦,84◦,82◦,80◦. These are averaged
and plugged into equation 4. The average difference between
angles measured by the pre-cell detector was 2.05◦ ± 0.06◦.
This result assures that the feedback loop sets the LCVR to
the correct angle to maintain a 90◦ angle with the magnetic
field.

On the other hand, the post-cell detector consistently reads
the angle shift much larger than it should have. In this run,
we calculated about 4.32◦ of rotation on average. There are
certainly effects like that in section IV D which affect polar-
ization readings after the rubidium cell, and thus we must rule
it out as a viable candidate to report on polarization.

Next we must observe the lock’s effectiveness when the θ

angle shifts closer to 0, where the field B⃗ is parallel to the laser
vector k⃗. In theory, it should start performing worse when
closer, as the polarization-induced peak becomes flatter like
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in Fig. 4(b). This gives the lock much less information as
to where maximum transmission occurs, especially given any
noise present.

FIG. 18. Fourier transform frequency-noise analysis of the pre-cell
detector (Det2) as θ decreases from 90◦ to 0◦, longitudinal with the
laser.

Figure 18 shows the results from taking a trace of the pre-
cell detector at field angles between perpendicular (90◦) to
parallel (0◦) with the laser vector. There is a very clear in-
crease in the smallest measurable angle as the field moves to-
wards 0◦, indicating a large loss in sensitivity. In angles closer
to 0◦, the detector’s difference signal moved dramatically up
and down as the locking mechanism struggled to find the ex-
act angle to lock to. This result shows that, using this locking
mechanism, the magnetometer will need to measure φ ideally
when at or closer to θ = 90◦.

V. Conclusions

Our role in the first year of this four-year project was a suc-
cess. We successfully built, tuned, and modified the vector
atomic magnetometer to be a fantastic baseline for subsequent
researchers to refine precision and automate the process of
magnetic field vector measurement.

Installing and calibrating the Liquid Crystal Variable Re-
tarder enabled fast, precise control of the field’s apparent az-
imuthal angle φ both manually and under a feedback-driven
polarization locking scheme. Observing the system’s response
to added quick polarization modulation allowed the employ-
ment of the lock-in amplifier, critical for the polarization lock-
ing feedback loop. Establishing the frequencies we find EIT
peaks at under a known field strength informs the calibration
of field coil inputs to create angular fields and ensures easy
hopping between peaks. Recording the effect of magneto-
optical polarization rotation at EIT peaks and on the overall
resonance under different field angles informs future calcu-
lations and measurement algorithms and provides a simple
method for distinguishing fields at supplementary angles. Es-

tablishing a functional polarization locking mechanism fulfils
a vital function this device requires to measure the direction
of magnetic fields.

Future work to make this magnetometer precise, au-
tonomous, and smaller is already underway. The research de-
scribed herein is vital to prove the magnetometer’s concept
and provide a working prototype to those who will make this
chip-sized vector atomic magnetometer possible.
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