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Abstract 

Infrared Spectral Imaging is a fundamental 

imaging technique used in atmospheric and 

astronomy imaging fields. While filter wheels 

are one of the primary pieces of equipment 

used in infrared imaging, these filter wheels 

can have a significant Size Weight and Power 

(SWaP) burden. One way to decrease this 

burden is to change from these traditional filter 

wheel assemblies to filters based on phase 

changing materials. One of the more appealing 

technologies for implementation are Midwave 

infrared (MWIR) range are filters based on 

phase changing material like Germanium 

Antimony Telluride (GST). GST exploits the 

difference in refractive index between its 

various phases to act as a band pass filter. 

While these filters have been successfully 

created, over multiple heating cycles 

inhomogeneities could potentially form in the 

film and cause various problems. The 

following proceedings compound on optical 

and recrystallization simulations previously 

reported with the primary goal of refining the 

quality of the phase field simulations.   

 

Introduction 

 

MWIR band is a spectral region that spans 

wavelengths from 3 to 5 μm. This region is key 

to many analytical techniques. In the infrared 

region, most materials are near transparent. 

However, at very specific wavelengths, there is 

a resonant frequency where the chemical bonds 

absorb a given wavelength of vibration. This 

results in a significant increase in absorption at 

that given wavelength.  By examining which 

wavelengths of light are preferentially 

absorbed, information about the presence of 

different chemical species and their relative 

abundance can be inferred. The MWIR band is 

also a region of which thermal imaging is of 

concern. In the MWIR region temperature 

based spectral imaging can be performed on 

various celestial bodies to obtain valuable 

information, For, NASA, the MWIR band is 

important for both atmospheric and space 

applications. For atmospheric sciences, the 

MWIR region can determine information about 

the amount and localization of gases. Some of 

the gases that resonate in the MWIR are 

methane (CH4), Water, and CO2. Being able to 

detect these and a variety of other gases are key 

to track key metrics of climate change. For 

space applications, using MWIR imaging is an 

important method for determining things like 

temperature irregularities of celestial bodies.  

Conventional technology for MWIR filters for 

satellites use technologies based on filter 

wheels. In a filter wheel, filters of various 

wavelengths are spun at a given speed to detect 

different IR spectral emissions. Unfortunately, 

these filters can have an undo SWaP burdens. 

Since filter wheels contain multiple moving 

parts, ensuring continuous actuation over the 

entire lifetime of a satellite is also an area of 

concern [1,2,3,4]. 

One way to address both of these concerns 

simultaneously is to switch from a 

conventional filter wheel technology to one 

based on phase changing materials. One 

potential candidate for phase change infrared 

filters is Germanium Antimony Telluride 

(GST). GST is unique because depending on its 

crystalline phase: Amorphous, Face-Centered 

Cubic (FCC), and Hexagonal Closed Packed 

(HCP) both its optical and electronic properties 

can change significantly. Because of this 
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behavior, GST has been used in many 

technologies including rewritable CDs and 

Phase Change Memory. Because of the 

significant difference in refractive index 

between the various phases of GST in the 

MWIR range, GST is an excellent candidate for 

implementation in MWIR imaging filters.  

Previously, work was done modeling how 

inhomogeneities in GST could potential be 

detrimental to the optical properties of GST 

films [6,7]. While successful, the definition and 

simulation of the recrystallization in these films 

was lacking. One such way that the initial 

simulations was lacking was the definition of 

the initial domain of the simulation. These 

simulations were done using a Voronoi 

diagram as the initial domain, and, while these 

domains were randomly assigned, the structure 

of the Voronoi diagrams proved to be 

detrimental to multiple facets of the simulation.  

For one, while the initial tessellations were 

randomly assigned a crystal orientation, the 

variance in size of the tessellations could have 

a significant impact on the final domain 

structure. Also, since the Voronoi diagram 

acted as the initial geometry, this initial 

condition was the state that the meshing would 

be defined as. Because the geometry within the 

system is inherently dynamic, an area that may 

need a high degree of definition initially may 

not near the end. To achieve sufficiently 

accurate results a very fine mesh would then be 

needed to account for how the domain changed 

through the simulation. These high density 

meshes resulted in significantly longer 

simulation times and were not well optimized 

to the simulation results. By being able to 

dynamically change the density of the mesh 

during the simulation, it is possible to utilize a 

coarser mesh in regions of lower interest while 

still having a high density where properties are 

changing.  

 

 

 

Simulation Methodology, Refinement, and 

Results 

 

To model these new meshing and 

recrystallization, phase field simulations were 

done using COMSOL Multiphysics as the PDE 

solver. Only the custom math module was 

used. The methodology for modeling phase 

field and the equations used are summarized 

below.  

 

Phase Field 

 

While multiple simulation techniques can be 

used to model recrystallization, phase field is 

appealing because it is an equation-driven non-

statistical method. That means that, as 

additional information about a material system 

is obtained, various phenomenological and 

energy fields can be used to model the 

recrystallization process. One of the key 

limitations of phase field simulations, the 

indirect relationship between simulation time 

and real time, can also be mitigated when the 

general time scale of the recrystallization 

process is known. For GST, the time for 

crystallization and amorphization times is on 

the scale of ns, so in further simulation 

processes these time scales can be considered 

and contextualized. 

In phase field simulations, the values of field 

variables η are solved for. ηi is a continuous, 

non-conserved field variable whose value 

varies between 1 within its domain and 0 

outside of its domain. Phase field simulations 

can have an infinite number of phases, but, for 

higher end simulations, anything greater than 

36 phases has no material impact on the results 

of the simulations [8]. Different field variables 

can be thought of as different grain structures 

or orientations with user defined variables 

specifying the energy or relaxation around 

different discrete field variables. There are two 

key equations that drive phase field 

simulations. The first of which is the time-

dependent Ginsburg Landau Equation. 
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𝜕𝜂𝑖(𝑟, 𝑡)

𝜕𝑡
= −𝐿𝑖

𝛿𝐹

𝛿𝜂𝑖(𝑟, 𝑡)
 𝑖 = 1,2, … , 𝑛 

( 1 ) 

Where ηi is the field variable, Li is the 

relaxation coefficient and r is related to the 

spatial dimension. F defines the grain boundary 

energy within the system. For our purposes F 

can be defined as: 

 

𝐹 = ∫ 𝑓(𝜂1, … , 𝜂𝑛) + ∑
𝜅𝑖

2
(∇ηi)

2

𝑛

𝑖=1

𝑑𝑉
𝑉

 

( 2 ) 

Where κ is the gradient of free energy density 

and f is local free energy density which we 

define as: 

𝑓(𝜂1, … , 𝜂𝑛) =  ∑(−
𝛼

2
(𝜂𝑖)

2 +
𝛽

4
(𝜂𝑖)

4

𝑛

𝑖=1

+ 𝛾 ∑ ∑ 𝜂𝑖
2𝜂𝑗

2

𝑛

𝑗≠𝑖

𝑛

𝑖=1

 

( 3 ) 

Where α, β, and γ are phenomenological 

constant. For our simulations, they are assumed 

to be 1. While potentially infinite numbers of η 

can be defined, due to the nonlinear nature of 

F, both the time and resources required to solve 

simulations of increasing numbers for field 

variables is highly nonlinear [8,9].  

 

Within the math module in COMSOL the 

coefficient form PDE within the math module 

was used. The equation has the following 

general form: 

𝑒𝑎

𝜕2𝑢

𝜕𝑡2
+ 𝑑𝑎

𝜕𝑢

𝜕𝑡
+ ∇ ∙ (−𝑐∇𝑢 − 𝛼𝑢 + 𝛾) + 

 𝛽 ∙ ∇𝑢 + 𝑎𝑢 = 𝑓 

( 4 ) 

The only variables in the equation above that 

are nonzero for our smulations are c, da and a. 

After inputting the correct variables for c, da, 

and a the final equation that is being solved for 

can be summarized for η1 for a 4 field phase 

field simulation can be summarized as: 
𝜕𝜂1

𝜕𝑡
= −∇ ∙ (−2∇𝜂) − 𝜂1(−1 + 𝜂1

2

+ 2(𝜂2
2 + 𝜂3

2 + 𝜂4
2)) 

( 5 ) 

As equation 5 shows, the complexity of the 

systems increases significantly with the 

number of phases, to address this, for these 

preliminary tests, a four-phase system was 

used. This ensured that rapid testing of various 

phenomena could be done quickly and 

efficiently.  
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Previous Geometry 

 

Now that the equations have been established, 

the domain of the simulation needs to be 

addressed. In previous simulations, Voronoi 

diagrams were used as the initial condition. An 

example of a Voronoi diagram, its initial 

meshing, and the simulation results at tfinal are 

shown below.  

 
Figure 1: Initial Voronoi Diagram (top) Model Meshing 

(middle) and final simulation results (bottom).  

 

As figure 1 shows, the initial meshing is 

extremely dense through the entire domain 

which the mesh becoming even more dense in 

regions where multiple tessellations meet. 

When examining the final result however, the 

areas that needed initially a high degree of 

mesh density don’t necessarily need it 

anymore. To compensate for this a high mesh 

density has to be used everywhere to ensure an 

accurate final simulation. Such a method has a 

significantly negative impact on simulation 

times. 

  

New Geometry 

 

Transitioning from a Voronoi tessellation 

domain to a uniform domain with random 

phase assignments has several distinct 

advantages. First, since the mesh is defined by 

initial geometry of the domain, a defined mesh 

density will result in a more evenly disturbed 

mesh. A more uniform mesh will behave better 

as the domain evolves over simulated time. The 

other key advantage of using such a geometry 

is the ease at which the mesh can further be 

refined during the simulations. The primary 

area of interest is where one field variable 

changes to another. Outside of this region 

nothing is happening form a computational 

perspective, so the mesh can be coarser. 

Utilizing a uniform mesh can mitigate potential 

areas of localized high error within the 

simulation. Since the mesh is coarser generally, 

doing adaptive mesh refinement during the 

simulation also becomes a viable alternative to 

a basic, high-density mesh 

 

 
Figure 2: Initial condition of the initial randomized 

uniform domain (left) and the domain at T=800 (right). 

 

As the figure above shows, the new geometry 

contains an array of basic square domains. 

These domains are then randomly assigned to 

one of the four phases using a normal 

distribution. Then using COMSOL Eq(4) is 

solved over the domain. At discrete time 
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intervals within the simulation, an adaptive 

mesh refinement was performed based on how 

the boundaries between the domains are 

defined. The grain boudnaries between 

domains in a phase field simulations is 

anywhere  

(𝜂1
2 + 𝜂2

2 + 𝜂3
2 + 𝜂4

2)
1
2 < 1 

( 6 ) 

This is because within a field, one of the field 

variables will always equal 1 and the others 0, 

and, since the value of a field variable can never 

be greater than 1, on the interfaces, the 

magnitude of the field variables can never be 

grater than one. Equation 6 was the equation that 

governed how the mesh was refined.  

 

 
Figure 3: Adaptive mesh refinement from the initial 

uniform mesh (top left) to the final mesh (bottom) 

 

Figure 3 shows how the mesh refines as the 

simulation time increases. Initially, the first 

mesh is a relatively coarse, uniform mesh. As 

domains begin to coalesce, the mesh maintains 

the same density within the field variables but 

becomes more fine at the interfaces. As the 

microstructure continues to evolve the mesh 

continues to coarsen back to its default state. 

While this methodology increases simulation 

time, the difference in the final microstructure 

is different to a meaningful extent.  

 

 
Figure 4 Simulation without adaptive mesh refinement 

(left) and with mesh refinement (right) 

 

As figure 4 shows using an adaptive mesh 

refinement to improve mesh density at 

interfaces can change the results significantly. 

While this methodology increases simulation 

time, the difference in the final microstructure 

is different to a meaningful extent. 

 

Conclusion 

Non-uniform initial geometry resulted in a 

poor-quality mesh distribution, especially 

when the geometry of interest moved interfaces 

within the domain. Changing the geometry to 

more uniform initial conditions allowed for 

both more consistent and accurate simulation 

results. To further improve the quality of 

simulations, adaptive mesh refinement was 

implemented. These adaptive measurements 

tracked the new interfaces within the domain to 

improve the precision of the numerical 

simulations in these localized regions. The 

implementation of these two modifications 

resulted in higher quality recrystallization 

simulations, which can now be used for future 

optical simulations of phase change materials. 
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