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Abstract

One main idea in software engineering is to reuse existing software instead of building due to the high cost. However, finding existing software that accomplishes a specific use case can be difficult. Code search has attempted to help this by allowing keyword searching for code similar to earlier search engines. Recent work has attempted to leverage the semantics present in the query and code. However, these approaches do not consider the context of methods with the rest of the software. This context can be important when performing a search for determining the relevance of a returned result. To address the current problems in code search we designed ATHENA, a semantic code search engine that leverages software’s context through a knowledge graph and a graph neural network. The current implementation of ATHENA is the first step towards this and it currently supports searching for methods using a query method rather than natural language. For our preliminary evaluation, we have selected three open-source Java projects and had three computer science students evaluate the relevancy of 891 retrieve methods that ATHENA returned from 99 queries. We found that in 70% of cases the first method ATHENA retrieved was relevant to the query method.

Introduction

Software has become pervasive in our society, from running on our smartphones to controlling propulsion and control systems in spacecrafts. Without software, none of the current scientific revolutions would be possible. Therefore, it is important to make sure high quality software is available to everyone to ensure the progress of innovation.

The sharing of advances in software has been growing in popularity with big shifts in software companies becoming more open sourced. This has allowed for everyone to use their software as well as helping to contribute their time to improving the software. However, searching for software to reuse is still challenging in today’s age.

To tackle this challenge, we introduce the current implementation of ATHENA, a tool for improving the relevancy of retrieved methods from a given query method using a software knowledge graph and graph neural network by capturing the context methods that are being searched. Context is important because similar to natural language with J.R. Firth’s famous quote “[y]ou shall know a word by the company it keeps”, looking at a method’s context, i.e., the file, package, and project it resides in, can give a deeper insight as to its intent and functionality. Specifically, we leveraged a software project’s call graph to construct our software knowledge graph and used a content-aware node2vec graph neural network that uses a pretrained Transformer neural network for encoding each method in the knowledge graph.

Our preliminary evaluation involves evaluating how well ATHENA is at finding methods that are relevant to a given query method inside of a software project via a novel coupling metric. This is the first step towards allowing developers to use a natural language query to semantic search for code that accomplishes the goal of the query. We also discuss future work for incorporating natural language queries, instead of solely method queries, causal reasoning, and additional knowledge into our existing knowledge graph in Sec. 7.

In summary, this paper discusses the following:

1. An initial implementation of ATHENA, that helps developers find relevant methods given a query method;
2. The results of our preliminary evaluation that measures ATHENA’s ability to retrieve relevant methods;
and an analysis of the current limitations of Athena and how future work will be done to address Athena’s current limitations.

### Implementation

**Athena Overview**

Athena takes advantage of the rich information present in the actual code and structural information present in software projects’ call graphs by combining them in a non-linear way using a Graph Neural Network (GNN) algorithm. This combined information is then used for calculating a novel coupling metric, which we named Neural Coupling.

Athena has three components, namely Neural-based Representation, Structural Representation, and Representation Fusing, as shown in Figure 1. Each component is explained in the following subsections.

**Neural-based Representation**

In Athena’s Neural-based Representation component, each method, $M$, in a target software project, $P$, is transformed into a distributed vector representation using some function $f_{\text{neural}}$. For this Neural-based Representation function, $f_{\text{neural}}(M) = V_M$, $M \in P$, we use CodeBERT,\hspace{1em}^{10}$ which is an approach to convert code into a series of tokens, e.g., words, that each have a continuous distributed vector by being trained on two different pretraining objectives. CodeBERT is based on the Transformer\hspace{1em}^{27} architecture, which uses multi-head attention to allow successive layers in the neural network to pay attention to parts of the input, in our case a method, that might be important to the overall meaning. To teach CodeBERT to understand the meaning of a method, the Feng et al. trained CodeBERT using two objectives: RoBERTa and ELECTRA.\hspace{1em}^{8,26}$ The RoBERTa pretraining objective involves masking random tokens of the input, which is a pair of a method and its docstring, and the model is tasked with filling in these missing parts. The ELECTRA pretraining objective is similar to RoBERTa. However, instead of masking tokens of the input, some tokens are replaced with similar ones, in CodeBERT these are determined by an n-gram model.\hspace{1em}^{21}$ The model is then tasked with determining which of the tokens have been replaced.

After each token in the method is vectorized, we combine them into a single vector in order to easily perform similarity between methods since some methods may be longer than others. To combine the tokens into a method level vector, we used the approach by\hspace{1em}^{33}$ and their corresponding sentence-transformers\hspace{1em}^{5}$ library, which allows us to pool the token level vectors with different techniques and add an additional fully connected layer that generated the final method level vector. We discuss all implementation details in Sec. 2.5.

**Structural Representation**

In order to capture the structural aspect of a software system, we construct a knowledge graph by using the project’s method-level call graph to serve as our structural representation. More formally, let $G = (N, E)$ be a target software project graph, where $N$ represents the list of methods in the project as nodes and $E$ represents the list of method calls between the methods in the project.

To construct this method-level call graph, we use java-callgraph,\hspace{1em}^{3}$ which is a tool that allows for generating a call graph between different source code entities.

**Representation Fusing**

Previous work suggest fusing semantic and structural information by taking a linear combination of the two coupling metrics.\hspace{1em}^{15}$ However, this has its drawbacks as discussed previously.\hspace{1em}^{22}$ For example, if one of the metrics performs poorly for a certain type of coupling, i.e., structural coupling when evaluating methods that only have a hidden dependency, then it will drag down the overall performance of the fused metric. To overcome this drawback, we apply a content-aware GNN to combine the two sources of information in a non-linear manner. Specifically, we use a modified node2vec\hspace{1em}^{16}$ GNN that considered the content inside of the nodes of the graph for non-linearly combining both Neural-based and Structural representations to generate node vectors. This usage of content-aware node2vec has shown promise in the Biomedical domain for embedding Biomedical ontologies.\hspace{1em}^{23}$ Our novel contribution is through the use of a pretrained Transformer model for generating the semantic embedding of the nodes and application of this approach to the software engineering domain. We hypothesize that having this non-linear interaction, from two different information sources, allows node2vec to learn hidden semantic and structural patterns at method-level granularity. Our preliminary evaluation and its results, which we discuss in Sec. 3 and 4, is the first attempt in empirically refuting or confirming this hypothesis.

In node2vec, each node is given an initial random vector representation called an embedding. These embeddings are iteratively updated similarly to the original word2vec\hspace{1em}^{30}$ model using a skip-gram objective. However, since graph structures
have no natural order, the node2vec algorithm randomly selects nodes and performs walks to generate a sequence of nodes that can then have the original word2vec skip-gram algorithm applied for updating the embeddings:

$$\max \sum_{u \in N} -\log Z_u + \sum_{n_i \in Walk_k(u)} f_{\text{struct}}(n_i) \cdot f_{\text{struct}}(u).$$

Where $Z_u = \sum_{v \in N} \exp(f_{\text{struct}}(u) \cdot f_{\text{struct}}(v))$ and is approximated via negative sampling due to the high computational cost. Additionally, where $Walk_k(u)$ are $k$ nodes along a random walk starting on the focus node $u$. We model our edges as unweighted. Therefore, each node’s neighbor has an equal probability of being selected along the walk.

This modified skip-gram tries to maximize the log probability of reconstructing a node’s neighbors given the embedding representation of the focus node $u$, where neighbors are approximated by this random walk and do not necessarily need to be close to the starting node. To learn this function, an embedding layer that serves as a node embedding lookup table is used and optimized using stochastic gradient descent.

We modified this node2vec algorithm by replacing the node embedding lookup table with a Transformer model that generates neural vectors captured in the Neural-based Representation component instead of with vectors. This allows for the node2vec algorithm to have the information from the source code of each node when incorporating the structural information contained in the call graph of the software project that was extracted in the Structural Representation component. Additionally, during our testing we found the usage of neural vectors from the pretrained Transformer architecture to cause issues with training due to the regular dot product performed used in node2vec having the loss gradients explode leading to the model not learning. To fix this issue, we compute the sum of the cosine similarities of the focus node to its neighbors. This prevented the exploding gradients issue. However, more experiments will need to performed to understand the impact of this change.

To generate the coupling metric from this fused representation, we compute the cosine distance metric,

$$\cosDist(m_1, m_2) = 1 - \frac{m_1 \cdot m_2}{||m_1|| \cdot ||m_2||}$$

for every method’s vector in a project’s knowledge graph and the given query method’s vector and use this to represent how coupled two methods are. The coupling metric value for each pair of methods is then returned to the developer in ranked order, higher coupling equates to higher likely the method belongs to the same software component, to help in determining which methods in the project’s knowledge graph are part of the same software component as the given query method.

**Implementation Details**

You can find our selected hyperparameters in Tab. 1. To implement our Neural Representation CodeBERT encoder model we used the pretrained model available from Huggingface’s transformers.

![Figure 1: The Athena approach.](image)

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk Length</td>
<td>10</td>
</tr>
<tr>
<td>Context Size</td>
<td>10</td>
</tr>
<tr>
<td># of Walks per Node</td>
<td>1</td>
</tr>
<tr>
<td># of Negative Samples</td>
<td>1</td>
</tr>
<tr>
<td>Optimizer</td>
<td>SGD + ADAM</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>1E-2</td>
</tr>
<tr>
<td>Batch Size</td>
<td>8</td>
</tr>
<tr>
<td>Epochs</td>
<td>20</td>
</tr>
</tbody>
</table>

**Table 1: Hyperparameters used for training different Athena models.**
library. Additionally, to combine the individual token vectors produced by CodeBERT into a singular vector representing an entire method, we used sentence-transformers library with max pooling and a fully connected layer with 256 units. For implementing the Representation Fusing node2vec model we used Pytorch Geometric\textsuperscript{11} and modified their example node2vec implementation . For managing data and training our model we used Pytorch Lightning.\textsuperscript{9}

All training was done on an Ubuntu 20.04 server with a single A100 NVIDIA GPU with 40GBs of VRAM, 128 CPU cores, and 1TB of RAM.

Evaluation

The end goal of our evaluation is to assess how effective Athena is at finding relevant software components to user queries to promote code reuse and reduce code duplication. The first step towards this goal is to find relevant methods since any user query results should all have methods that are relevant to each other. Therefore, our initial evaluation assesses how effective Athena is at returning relevant methods given a method query. To help us determine this goal, we formulated the following research question to guide our evaluation:

**RQ1:** How well is Athena able to find relevant methods to a given query method?

Data Collection

3.1.1 Project Selection

In this study we exploited 313 open-source Java projects from GitHub. To avoid low-quality projects, we only selected projects that meet the following criteria: (1) recently active (has at least one commit within the last 6 months) (2) not a toy project (at least 100 commits and at least 10 contributors), (3) semi-popular (at least 10 stars), (4) used only Java 10 or lower, (5) used Maven\textsuperscript{2} for building the project, and finally (6) not a fork and only the default branch.

Relevant Method Recovery

For RQ1, we selected a total of 99 query methods from three java projects, namely commons-beanutils from apache, secor from pinterest, and pdb from fedezai. Table 2 has the projects’ statistics and description. These query methods came from various commits of the repositories to obtain a diverse set. Once selected, they were given to Athena to generate their cosine distance metric to the rest of their corresponding projects using the approximate k-nearest neighbors algorithm from sklearn.\textsuperscript{32} Going with too large of a k value will not show the usefulness of Athena since most developers will not review large amounts of retrieved methods. Therefore, we used a k value of 9 for our evaluation, which we think borders right on the edge of what most developers will look through. To measure Athena’s performance, we calculated the mean average precision (mAP) and mean reciprocal rank (mRR) of Athena’s ability to return relevant methods, where relevance is determined by three computer science students, including myself, and is discussed in more detail below.

mAP measures how well an approach is performing by calculating the number of true positives, i.e., methods that are part of the same software component, averaged across multiple windows of the top returned results for all method queries. Specifically:

\[
\text{mAP} = \frac{1}{|M|} \sum_{m} \frac{1}{|R|} \sum_{k} (R_k) \quad (2)
\]

Where \(R_k\) is the relevancy list of 0s and 1s, 0 being irrelevant and 1 being relevant, up to \(k\) results for some method query \(m\).

mRR is used to measure how consistent an approach is at finding at least one relevant method high in the list of results it returns and is defined as:

\[
\text{mRR}(M) = \frac{1}{|M|} \sum_{m} \frac{1}{\text{rank}(m)} \quad (3)
\]

Where \(\text{rank}(m)\) is the index of the first relevant method returned from the given method query \(m\).

We used the following guidelines for determining if a retrieved method from Athena is relevant to a given query:

1. The retrieved method is a type of clone of the query method. Specifically, a method can be a clone if it meets one of the following clone type criteria from Svajlenko and Roy.\textsuperscript{36} (i) type 1 are syntactically identical, except for minor changes in white space, layout, and comments, (ii) type 2 are syntactically identical, except for variable names and literal values, (iii) type 3 are syntactically similar, but contain differences at the statement level such as the addition, modification, or removal of certain parts, and (iv) type 4 are syntactically dissimilar and are only semantically similar, i.e., they perform the same functionality.

2. The retrieved method performs similar or complementary functionality compared to the
Table 2: Statistics of the different libraries used in our evaluation.

<table>
<thead>
<tr>
<th>Library</th>
<th># Stars</th>
<th># Contributors</th>
</tr>
</thead>
<tbody>
<tr>
<td>apache/commons-beanutils</td>
<td>194</td>
<td>29</td>
</tr>
<tr>
<td>pinterest/secor</td>
<td>1.7k</td>
<td>108</td>
</tr>
<tr>
<td>feedzai/pdb</td>
<td>40</td>
<td>30</td>
</tr>
</tbody>
</table>

query. For example, if the query method deals with getting a user’s phone number and the retrieved method deals with getting a user’s name, then we would consider this retrieved method as relevant since it performs similar functionality of getting user information.

3. The query or retrieved method call each other since this implies that the retrieved method is part of the same software component as the query method.

4. Only the query and retrieved methods are considered, not the file the method resides in or any other context, when making the relevancy determination.

Results

In this section we discuss the results from our preliminary evaluation and the limitations of Athena.

Relevancy Results Discussion

Tab. 3 show the results of Athena for the three different libraries we included in our preliminary evaluation along with the overall performance. As show, Athena performs best on the library pinterest/secor, with an mRR, mAP, mean Rank, and HIT@1 score of 81.3%, 77.6%, 1.16, and 75.8%, respectively. The large difference in performance with respect to the other libraries, 7 – 8% in terms of HIT@1, may be due to the quality difference in the library since pinterest/secor also had the largest amount of GitHub stars and contributors. However, more analysis will be needed to fully understand this difference. For all libraries, Athena performs well with an average HIT@1 score of 70.7%, meaning that a majority of Athena’s first retrieved methods are relevant to the given query method. In the next section we discuss some of Athena’s limitations and potential remedies.

Results for RQ1: From our preliminary evaluation, Athena is able to achieve an overall mRR, mAP, mean Rank, and HIT@1 score of 76.9%, 73.0%, 1.45, and 70.7%, respectively. This shows that the methods Athena retrieved from our given set of queries are relevant based on our criteria in Sec. 3.2.

Limitations Discussion

In this subsection we will discuss some of the limitations we uncovered during our evaluation of Athena.

From our exploration of the successes and failures of Athena, we found three broad cases for both successes and failures. For successes these cases are:

- S1: Query and retrieved methods are type 1 or 2 clones
- S2: Retrieved methods are overloaded versions of the query
- S3: Query and retrieved methods have very similar names

Fig. 2 show an example of case S2 by Athena. From this case, you can see Athena identifies a relevant method to the query method since they are performing very similar functions, i.e., extracting an event type. The only difference being the type of object being extracted from.

For failures, these categories are:

- F1: Query method contains very generic information
- F2: Query and retrieved methods contain similar structure
- F3: Query and retrieved methods contain many of the same variable names

Fig. 3 shows the failure case F1. As shown from the failure case, Athena can retrieve a completely irrelevant method since capitalizing a property name has nothing to do with generating a hash code for an object. The function hashCode is a common utility function in the Java programming language and generally does not contain a
Table 3: Results of the best performing Athena models for each library and overall.

<table>
<thead>
<tr>
<th>Library</th>
<th>mRR</th>
<th>mAP</th>
<th>µRk</th>
<th>HIT@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>apache/commons-beanutils</td>
<td>73.8%</td>
<td>66.9%</td>
<td>1.19</td>
<td>68.8%</td>
</tr>
<tr>
<td>pinterest/secor</td>
<td>81.3%</td>
<td>77.6%</td>
<td>1.61</td>
<td>75.8%</td>
</tr>
<tr>
<td>feedzai/pdb</td>
<td>75.7%</td>
<td>74.1%</td>
<td>1.56</td>
<td>67.6%</td>
</tr>
<tr>
<td>Overall</td>
<td>76.9%</td>
<td>73.0%</td>
<td>1.45</td>
<td>70.7%</td>
</tr>
</tbody>
</table>

Figure 2: Success case of Athena retrieving a relevant method.

Table 4: Statistics of top 10 successes and failures of Athena across all libraries based on average precision.

<table>
<thead>
<tr>
<th>Case</th>
<th>µ Dist</th>
<th>σ Dist</th>
<th>Median Dist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successes</td>
<td>3.08E-3</td>
<td>1.85E-3</td>
<td>3.34E-3</td>
</tr>
<tr>
<td>Failures</td>
<td>7.29E-3</td>
<td>3.15E-3</td>
<td>6.00E-3</td>
</tr>
</tbody>
</table>

lot of project specific logic, i.e., they contain very generic information. This makes it extremely difficult for Athena to extract useful information from both the semantic and structural representations of this method. We found this to be common case, mostly due to getter functions. However, there were other examples that did not fit into one of our broad set of failure cases. One reason for this could be due to our criteria for classifying a method as relevant. Since the participants did not look into the context surrounding the retrieved method and query, some structural information could be missing that made the retrieved methods actually relevant such as if the query and the retrieved methods were called in an intermediating series of methods. Another reason for these failure cases could be these queries do not contain meaningful relevant methods in the software project and regardless of how accurate Athena was it would be unable to retrieve relevant methods. Lastly, the current implementation of Athena may lack the ability to effectively use the information stored in these query methods to find relevant methods in the rest of the library. Our future evaluation will explore these possibilities to better understand Athena and its limitations as well as potential ways to overcome them.

One interesting finding we discovered, which can be seen in Tab. 4, while exploring these success and failure cases is that successes in terms of high average precision, i.e., multiple relevant methods are higher in the list, also correlates well with the cosine distance between the query method and each retrieved method being low, which meaning more similar to each other based on their fused vector representation. The reverse is true for failure cases, i.e., low average precision correlates well with the cosine distance being high. We calculated the Pearson correlation coefficient and associated p-value and found the average precision and cosine distance to be negatively correlated with an $r$ value of $-4.98 \times 10^{-1}$ and p-value of $1.55 \times 10^{-7}$ showing this correlation is statistically significant. This means that Athena’s cosine distance metrics can be used as additional information for determining if retrieved methods are relevant to the given query since there is a correlation between how large this distance is and how relevant the returned list of methods are. Therefore, to prevent showing potentially irrelevant methods to a developer, which could cause the developer to stop trusting the tool, a threshold could be used to filter retrieved methods.
Finding: When the query method tends to be generic, Athena has a difficult time retrieving relevant methods. More evaluations need to be performed to explore the true cause of some irrelevant methods being returned even with query methods that are not generic. Athena’s cosine distance metric correlates relatively well, Pearson correlation coefficient of $-4.98E-1$, with its performance in retrieving relevant methods, in terms of average precision. This correlation may be able to be leveraged to filter out irrelevant methods through a threshold cosine distance value for retrieved methods.

Threats to Validity

Internal Validity. The biggest threat to internal validity comes from our guidelines for deeming if a retrieved method is relevant or not. To reduce this threat we used three students who all have computer science backgrounds, two of which have worked previously in industry. Additionally, for one of our criteria, we relied on previously established definitions for similar methods, i.e., code clones. However, even with these guidelines, many examples could be misclassified due to not having the full context of the method within the project making it difficult to determine if the methods were a part of the same software component. While this additional context was not possible during this initial evaluation due to time constraints, we will be adding this to our guidelines in our future evaluation. Lastly, our metrics for evaluating Athena’s performance do not capture any methods Athena did not retrieve that may have been relevant, i.e., Athena’s recall rate. This is because it would be extremely difficult to go through all pairs of methods to determine which methods Athena missed, which is why it was disregarded.

External Validity. Due to our small sample size of libraries, only three, it is unclear if these results will generalize to other libraries. This applies similarly to other programming languages since we only chose projects that use Java. However, the CodeBERT model we are using was shown to work across multiple programming languages. Additionally, our future evaluation will involve hundreds of projects to help evaluate Athena’s generalizability.

Related Work

Existing approaches have attempted to solve code search using classical keyword matching for computing syntactical similarity, e.g., Term-Frequency Inverse Document-Frequency (TFIDF). However, natural language and software have little overlap in their vocabulary and their structure. Therefore, previous techniques such as keyword matching and TFIDF that rely on finding commonalities in the vocabulary of queries and methods resulted in poor performance.

To overcome this limitation a lot of recent techniques compute semantic similarity such as using WordNet for finding synonyms of words as in Li et al. Sachdev et al. used word2vec, a neural network that uses machine learning to represent words as continuous vectors, to generate word embeddings for natural language and software. Additionally, many recent approaches have used deep learning for code search using a variety of different types of architectures and learning methods. The closest to ours is work by Feng et al. since we are using their CodeBERT model as the foundation for Athena’s Neural Representation component. However, similar to the other deep learning approaches for code search, CodeBERT does not consider the context methods re-
side in. We extend their work by including this additional context since software developers consider this important information when considering whether a method is relevant to a search query.

**Conclusion and Future Work**

In this paper we presented **Athena**, a Graph Neural Network that using a software project knowledge graph to learn the semantic and syntactic information present in the software project’s methods. This learned information is then leveraged to retrieve methods relevant to a given query method. We evaluated **Athena** in a preliminary study involving three Java libraries using standard information retrieval metrics and found **Athena** shows potential by achieving an overall mRR, mAP, mean Rank, and HIT@1 score of 76.9%, 73.0%, 1.45, and 70.7, respectively. Additionally we discussed **Athena**’s current limitations such as performing poorly on generic methods.

**Future work.** With the limitations outlined in 4.2, we intend the explore ways of eliminating these limitations through different architectures, training, and thresholding techniques. Additionally for future work, we will implement the features as discussed in the original proposal, namely: (i) natural language queries by adding method docstrings into the knowledge graph so relevancy between natural language and methods can be performed, (ii) causal reasoning to overcome the directionality issue where the model may have a hard time separating converting an int to a string from converting a string to an int by leveraging causal graphs and related techniques, (iii) evaluating our **Athena** on a larger set of libraries for better exploring **Athena**’s generalizability, and (iv) constructing a benchmark for evaluating the performance and interpreting different models for code search to help future researchers in this field.
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