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Abstract 

 

High-order numerical methods that satisfy a 

discrete analog of the entropy inequality are 

uncommon. We present a new class of high-

order entropy stable artificial dissipation 

(AD) spectral collocation operators for the 

1D unsteady Navier-Stokes equations.  The 

new artificial dissipation preserves the super 

convergence properties of the baseline 

spectral collocation operators, satisfies the 

summation-by-parts convention and discrete 

entropy inequality, thus facilitating a nonlinear 

L2-stability proof for the symmetric form of 

the regularized Navier-Stokes equations.  

Numerical results demonstrate that the 

proposed method outperforms conventional 

approaches in terms of accuracy, shock 

capturing capabilities, and computational 

cost.   

1. Introduction 

 

Despite the trend of improving 

capability of aerodynamic flow simulations, 

modern computational fluid dynamics 

(CFD) methods have not been able to 

demonstrate the desired accuracy for 

transonic and supersonic separated turbulent 

flows with strong shock waves and contact 

discontinuities9, 18. These discouraging 

results suggest that to accurately predict 

complex discontinuous turbulent flows, new 

high-order/high-resolution, nonlinearly 

stable numerical methods must be devised 

and used for this class of problems. 

Among various high-resolution 

methods developed for improving accuracy 

and efficiency of CFD simulations of 

discontinuous flows, weighted essentially 

non-oscillatory (WENO) methods are one of 

the most widely used approaches because of 

their ability to provide highly accurate 

numerical solutions that are nearly free of 

spurious oscillations15,19.  Note, however, 

that these methods introduce dissipation 

based on the smoothness of a discrete 

solution rather than on the physics of a 

problem.  We have taken an alternative 

approach which is based on the underlying 

physics.  Specifically, we regularize the 

compressible Navier-Stokes equations by 

adding AD in the form of the viscous term 

proposed by Brenner which satisfies the first 

and second law of thermodynamics, ensures 

positivity of thermodynamic variables, and 

preserves the translational and rotational 

invariances of the Navier-Stokes equations6. 

Furthermore, the Brenner’s dissipation 

operator is positive semi-definite, 

symmetrized by the same entropy variables 

used for the Navier-Stokes equations, and 

entropy dissipative, thus preserving the L2 

stability of the numerical scheme.  

 

2. Governing Equations 

 

We consider the one-dimensional 

unsteady compressible Navier-Stokes (NS) 

equations on the domain [a, b]x[0, T] which 

are given by 

(1) 
𝒖𝑡 + (𝒇(𝒖))

𝑥
 = (𝒇𝑵𝑺

𝑣 (𝒖))
𝑥
  

 𝐵𝑙𝒖(𝑎, 𝑡) = 𝒈𝒍 ,   𝐵𝑟𝒖(𝑏, 𝑡) = 𝒈𝒓  
  𝒖(𝑥, 0) = 𝒖0(𝑥) 

 

where 𝒖, 𝒇, and 𝒇𝑵𝑺
𝑣  are the conservative 

variables, inviscid and viscous (Navier-

Stokes) fluxes, respectively.  We also 

consider the compressible Euler equations 
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obtained from Eq. (1) by removing the 

viscous flux on the right-hand side.   

Without loss of generality, we assume that 

the domain boundaries are fixed and the 

boundary conditions are imposed so that the 

vectors 𝒈𝒍 and 𝒈𝒓 contain boundary data that 

are stable in the nonlinear sense.  In addition 

to the NS equations, we also consider 

modified equations suggested by Brenner.  

These modified equations referred to as the 

Brenner-Navier-Stokes (BNS) equations are 

obtained by replacing the Eulerian mass-

based velocity 𝒗𝑚  with the fluid-based 

(Lagrangian) volume velocity 𝒗 associated 

to the motion of individual particles in Eq. 

(1) 1,2,3.  While these two velocities are 

normally considered equivalent for 

incompressible flows, for compressible 

fluids Brenner suggests that they are related 

by 

(2) 
𝒗 −  𝒗𝒎   =   𝐾(log(𝜌))𝑥    

 

where 𝜌 is the density and 0 ≤ 𝐾 is a 

constant.  The one-dimensional BNS 

equations on the domain [a, b]x[0, T] are 

given by  

(3) 
𝒖𝑡 + (𝒇(𝒖))

𝑥
 = (𝒇𝑩

𝑣 (𝒖))
𝑥
 

where, 𝒇𝑩
𝑣   is given by  

(4) 

[
 
 
 
 

𝐾ρ𝑥

𝐾ρ𝑥𝑣 +
4

3
µ𝑣𝑥

4

3
µ𝑣𝑥𝑣 + 𝜅𝑇𝑥 + ρ𝑥𝐾 (

𝑃

ρ
+

1

2
𝑣2 + 𝑒)

]
 
 
 
 

 

 

where 𝑒, 𝑃, 𝑇, ρ, 𝑣, and µ are the specific 

internal energy, pressure, temperature, 

density, velocity and dynamic viscosity.  𝐾 

is a nonnegative coefficient that we set equal 

to 
1

ρ
 to guarantee that the same set of 

entropies that symmetrize the Euler 

equations symmetrize 𝒇𝑩
𝑣 .  The thermal 

conductivity is represented by 𝜅.    

It is well known that in compressible 

flows strong continuities may develop in 

finite time even with continuous initial data.  

The presence of these discontinuities causes 

the numerical solution to become oscillatory 

which can lead to nonphysical phenomenon 

such as negative density.  The BNS 

equations (3) can be used to overcome these 

problems6.  The BNS equations are 

consistent with the First and Second Laws of 

thermodynamics, the density for weak 

solutions is positive off a time-space set of 

Lebesgue measure zero, and the diffusion 

effectively damps possible oscillations of 

the density and other fields.   Thus, we 

propose to regularize the NS equations by 

adding the viscous term proposed by 

Brenner  

(5) 
𝒖𝑡 + (𝒇(𝒖))

𝑥
= (𝒇𝑵𝑺

𝑣 (𝒖))
𝑥
 +   (𝜷𝒇𝑩

𝑣 (𝒖))
𝑥
 

 

where 𝒇𝑩
𝑣  is the Brenner viscous flux, 𝜷 is a 

nonnegative function that controls the 

amount and location of AD, and 𝒇𝑵𝑺
𝑣  is the 

original viscous flux from the NS equations. 

 

3. Continuous Entropy Estimate 

 

For problems with shock waves and 

contact discontinuities, weak solutions of (1) 

should be considered.  It is well known that 

the weak solutions in general may not be 

unique14.  This problem can be overcome by 

selecting a physically relevant solution that 

satisfies an entropy condition, which is a 

statement of the second law of 

thermodynamics. From a mathematical 

viewpoint, the entropy can be defined as a 

convex scalar function, 𝑆(𝒖), with an 

entropy flux, 𝐹(𝒖), defined by the following 

differential relation11: 

(6) 
𝑆𝒖𝑓𝒖 = 𝐹𝒖.        

 

Since the entropy function is convex, its 

Hessian is positive definite if two 

thermodynamic variables (e.g., density and 
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temperature) are positive in the entire 

domain, thus yielding a one-to-one mapping 

from the conservative to entropy variables, 

(7) 
𝑆𝒖 = 𝒘𝑇  

 

The existence of an entropy function is in 

general not guaranteed for an arbitrary 

nonlinear system of equations due to the 

large number of constraints it must satisfy. 

For the Euler equations, it has been shown 

that there is a family of entropy variables 

that satisfy Eq. (7) and symmetrize the 

Jacobian of the inviscid flux12. Note, 

however, that there is only one set of 

entropy variables in this family that 

makes the diffusive coefficient matrix in Eq. 

(1) symmetric21. These entropy variables 

and corresponding mathematical entropy are 

given by 

(8) 

𝒘 = [
ℎ

𝑇
− 𝑠 −

𝑣2

2𝑇
,
𝑣

𝑇
, −

1

𝑇
]

𝑇

, 𝑆 = −𝜌𝑠 

 

where T, h and v are the temperature, specific 

enthalpy and velocity, respectively,  

s is the thermodynamic entropy defined by 

(9) 

𝑠 =
𝑅

𝛾 − 1
log (

𝑇

𝑇0

) − 𝑅 log (
𝜌

𝜌0

) 

 

and 𝑇0 and 𝜌0 are the reference temperature 

and density, respectively. Expressing the NS 

equations (1) in terms of these entropy 

variables yields 

(10) 
𝒖𝑡 + (𝒇(𝒖))

𝑥
− (𝒇𝑣(𝒖))

𝑥
 

= 𝒖𝑤𝒘𝒕  + 𝒇𝒘(𝒘)𝒘𝒙  − (µ𝑵𝑺𝒘𝒙)𝒙  = 𝟎 

 

where 𝒖𝑤 = [𝒖𝑤]𝑻,  𝒇𝒘 = [𝒇𝒘]𝑻, and µ𝑵𝑺 =

[µ𝑵𝑺]
𝑻 are symmetric matrices.  Furthermore, 

𝒖𝑤 is positive definite if the density and 

temperature are positive and the viscosity 

matrix µ𝑵𝑺 is positive semi-definite. If the 

entropy variables symmetrize Eq. (1), the 

corresponding entropy function S and its 

flux F satisfy the following equations11: 

(11) 
ϕ = 𝒘𝑇𝒖 − 𝑆, ψ =  𝒘𝑇 𝒇 −  𝐹      

 

where the nonlinear functions ϕ and ψ are 

the entropy potential and the potential flux, 

respectively. Using the entropy variables 

that symmetrize Eq. (1), one can show that 

the convex entropy is bounded from above 

for the NS equations.  Indeed, multiplying 

Eq. (1) by the entropy variable 𝒘𝑇𝒖 = 𝑆𝒖 

yields 

(12) 
𝑆𝒖𝒖𝑡 + 𝑆𝒖𝒇𝒖𝒖𝒙  = 𝑆𝑡 + 𝐹𝑥   

 = 𝑆𝒖𝒇𝒙
(𝒗)

 = (𝒘𝑇𝒇𝑣)𝒙  − 𝒘𝒙
𝑇µ𝑵𝑺𝒘𝒙 

 

Integrating Eq. (10) with respect to x, we 

have 

(13) 
d

dt
∫ 𝑆𝑑𝑥

𝑏

𝑎

= [𝒘𝑇𝒇𝑣 − 𝐹]𝑎
𝑏  − ∫ 𝒘𝒙

𝑇µ𝑵𝑺𝒘𝒙𝑑𝑥
𝑏

𝑎

 

 

Since the viscosity matrix µ𝑵𝑺 is positive 

semi-definite, the last term in Eq. (13) is 

negative, thus indicating that the integral of 

the entropy over the domain can only 

increase through the boundaries.  Equation 

(13) can be interpreted as the conservation 

of entropy in the domain—note that the 

mathematical entropy has the opposite sign 

from thermodynamic entropy in gas 

dynamics.  It should be emphasized that the 

equation of conservation of entropy is not 

valid for discontinuous flows, because it 

does not account for the dissipation of 

entropy at shocks and contact 

discontinuities13.  Since the entropy 

dissipates if discontinuities are present in the 

domain, we have 

(14) 
d

dt
∫ 𝑆𝑑𝑥

𝑏

𝑎

 ≤ [𝒘𝑇𝒇𝑣 − 𝐹]𝑎
𝑏   −  ∫ 𝒘𝒙

𝑇µ𝑵𝑺𝒘𝒙𝑑𝑥
𝑏

𝑎

. 

 

Note that Eq. (14) becomes equality for 

smooth solutions. The entropy inequality 

given by Eq. (14) is a necessary condition 

for selecting a unique, physically relevant 

solution among the possibly many weak 
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solutions of Eq. (1). Since the entropy 

analysis is valid for the Navier-Stokes 

equations describing under-resolved and 

discontinuous flows, it is therefore more 

generally applicable than linear energy 

analysis and gives a stronger stability 

estimate. 

Since the Brenner’s flux is also 

symmetrized by the same entropy variables 

used for NS equations, the above continuous 

analysis applied to (3) gives an inequality 

analogous to (14) 

(15) 
d

dt
∫ 𝑆𝑑𝑥

𝑏

𝑎

≤ [𝒘𝑇(𝒇𝑵𝑺
𝑣 + 𝜷𝒇𝑩

𝑣 ) − 𝐹]𝑎
𝑏   

−  ∫ 𝒘𝒙
𝑇(µ𝑵𝑺 +  𝜷µ𝑩) 𝒘𝒙𝑑𝑥

𝑏

𝑎

 

 

where since 𝜷 is a nonnegative function, and 

the Brenner’s viscosity matrix µ𝑩 is also 

positive semi-definite we again have that the 

integral of the entropy over the domain can 

only increase through the boundaries.   
 

4. Spectral Collocation Method 

 

4.1 High-order diagonal-norm summation-

by-parts (SBP) spectral collocation 

operators 

We now turn to constructing discrete 

spectral collocation operators that mimic the 

continuous entropy properties at the semi-

discrete level. 

We discretize the derivatives in Eq. (3) by 

dividing the interval [𝑎, 𝑏] into K non-

overlapping elements [𝑥𝑙
𝑘 , 𝑥𝑟

𝑘] with K+1 

nonuniformly distributed points, so that 𝑥𝑙
𝑘 =

𝑥𝑟
𝑘−1.  Within each element [𝑥𝑙

𝑘, 𝑥𝑟
𝑘  ] the local 

solution is approximated with a polynomial 

of order p 

(16) 

𝑢𝑘(𝑥, 𝑡) =  ∑ 𝑢𝑘(𝑥𝑗
𝑘, 𝑡)𝐿𝑗

𝑘(𝑥) = 𝑳(𝑥)𝑇𝒖𝑘(𝒙𝑘 , 𝑡),

𝑝+1

𝑗=1

 

 

where  𝑳(𝑥)  =  [ 𝐿1(𝑥), 𝐿2(𝑥), … , 𝐿𝑝+1(𝑥)]
𝑇
is 

the vector of Lagrange polynomials and 

 𝒖𝑘  (𝑥𝑘 , 𝑡)  =  [𝑢𝑘(𝑥1
𝑘, 𝑡), 𝑢𝑘 (𝑥2

𝑘 , 𝑡),

… , 𝑢𝑘(𝑥𝑝+1
𝑘 , 𝑡)]

𝑇
 is the solution vector 

associated with k-th element. The global 

solution is approximated by the piecewise 

pth-order polynomial approximation defined 

as the direct sum of the K local polynomial 

solutions 𝑢𝑘(𝑥, 𝑡). A possible choice for the 

computational grid inside each element is 

the Legendre-Gauss-Lobatto (LGL) points. 

This grid includes the element end points, 

which allow the operators to be written in 

terms of flux differences, which facilitates 

the proof for discrete entropy stability. Since 

the approximate solution is constructed at 

local points 𝑥𝑘, they are referred to as 

solution points. Along with the solution 

points, we also define a set of intermediate 

points 𝒙𝑘  = [𝑥̅0
𝑘, 𝑥̅1

𝑘, … , 𝑥̅𝑝+1
𝑘 ]

𝑇
prescribing the 

bounding control volume about each 

solution point.  Note that 𝑥1
𝑘 = 𝑥̅0

𝑘  and 𝑥̅𝑝+1
𝑘 =

 𝑥𝑝+1
𝑘 . These points are referred to as flux 

points.  The distribution of flux points 

depends on the discretization operator and is 

discussed in the next section.  The local 

semi-discrete weak form of the governing 

equations (1) or (3) can be discretized by 

constructing spectral collocation operators 

that satisfy a discrete analog of the 

integration-by-parts rule which is hereafter 

referred to as a summation-by-parts (SBP) 

condition5. This mimetic property is 

achieved by constructing a local 

approximation of the first derivative in the 

following form: 

(17) 
𝐷 = 𝑃−1 𝑄, 𝑢𝑥(𝒙) =  𝐷𝒖 + T𝑝+1 , 

 

where 𝑢𝑥(𝒙)  =  [ 𝑢𝑥(𝑥1), … , 𝑢𝑥(𝑥𝑝+1)]
𝑇
, T𝑝+1 is 

the (p+1)th-order truncation error, 𝑃 and 𝑄 

can be interpreted as local mass and stiffness 

matrices defined as 

(18) 

𝑃 =  ∑𝑳(𝑥𝑗)

𝑗

[𝑳(𝑥𝑗)]
𝑇
𝜎𝑗 

  𝑄 = ∑ 𝑳(𝑥𝑗)

𝑗

[𝑳′(𝑥𝑗)]
𝑇
𝜎𝑗 
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where 𝑥𝑗 are the solution points, i.e., the 

nodes of the Legendre-Gauss-Lobatto 

quadrature formula, and 𝜎𝑗 are the 

corresponding LGL quadrature weights.  It 

can be proven that these local mass and 

stiffness matrices given by Eq. (18) satisfy 

the following properties4: 

(19) 
𝑃 = 𝑃𝑇 , 𝒗𝑇𝑃𝒗 > 0, ∀𝐯 ≠ 𝟎 

 𝑄 = 𝐵 − 𝑄𝑇 , 𝐵 = 𝑑𝑖𝑎𝑔(−1,0, … ,0,1) 

 

Furthermore, one can show that 𝑃 is a 

diagonal matrix5. Only diagonal-norm 

spectral collocation (SC) operators are 

considered herein, which is critical for 

obtaining the entropy estimate for the time 

derivative term in Eq. (1) and (3). Using the 

definitions of 𝑃 and 𝑄 given by Eq. (18), it 

can be shown that the derivative operator, 𝐷, 

is pth-order accurate and possesses the 

following SBP property:  

(20) 
𝐯𝑇  𝑃 𝐷 𝐮  =  𝐯𝑇  𝑄 𝐮  =  𝐯𝑇  (𝐵 − 𝑄𝑇  ) 

=  𝑣p+1 𝑢p+1  −  𝑣1 𝑢1 

−  (𝐷𝐯)𝑇  𝑃𝐮 . 

 

Thus, 𝐷 is a SBP operator that mimics the 

continuous integration-by-parts formula.   

 

4.2 Telescopic flux form 

An important element in the current 

approach is the use of a complementary grid 

generated by the flux points, 𝐱̅. This grid 

allows the SBP spectral collocation 

operators to be written as simple flux 

differences, analogous to those used in finite 

volume methods. The result is that any high-

order spectral collocation scheme can be 

recast into the telescopic flux form on the 

complementary grid, which is critical for 

providing the conservation properties and 

constructing entropy stable operators14. 

 The complementary grid is 

constructed such that the spacing between 

the flux points is precisely equal to the 

diagonal elements of the positive definite 

matrix 𝑃 given by Eq. (18), i.e., 

(21) 

 
Δ𝐱̅ = 𝑃𝟏, 

 

where 𝐱̅ = [𝑥0̅̅ ̅, … , 𝑥p+1̅̅ ̅̅ ̅̅ ]
𝑇
 is the flux point 

vector, 𝟏 = [1,1, . . . ,1]𝑇 (dimension p+1), and 

Δ and Δ̃ are (𝑝 + 1) × (𝑝 + 2) matrices 

corresponding to simple two-point backward 

difference operators where for 𝑝 = 3 we 

have 

Δ = [

−1    1   0    0 0
   0 −1    1    0 0
   0    0 −1    1 0
   0    0    0 −1 1

] ; 

 Δ̃ = [

0    1   0    0 0
0 −1    1    0 0
0    0 −1    1 0
0    0   0 −1 0

]. 

 

All discrete differentiation operators that 

satisfy the 1-D SBP convention (and their 

tensor product extensions) given by Eq. (20) 

can be recast into a telescopic flux form7, 

(22) 
𝑃−1𝑄𝐟 = 𝑃−1Δ𝐟,̅ 

 

where 𝐟 ̅is a high-order flux vector defined at 

the flux points. The above telescopic flux 

form satisfies the following generalized SBP 

property:  

(23) 

𝑣𝑇𝑃𝑃−1Δ𝐟̅ = 𝑓p+1
̅̅ ̅̅ ̅̅ 𝑣p+1 − 𝑓0̅𝑣0 − ∑𝑓𝑗̅(𝑣𝑗+1 − 𝑣𝑗)

𝑝

𝑗=0

= 𝑓p+1
̅̅ ̅̅ ̅̅ 𝑣p+1 − 𝑓0̅𝑣0 − 𝐟𝑻̅Δ̃𝐯. 

 

Note that the above generalized SBP 

property is instrumental for satisfying the 

Lax-Wendroff theorem17. 

Like the derivative of the inviscid 

flux, the discretized viscous operator of the 

Navier-Stokes equations given by Eq. (1) or 

that of Brenner equations given by Eq. (3) 

can also be recast in the telescopic flux 

form. To mimic the continuous entropy 

properties, the viscous fluxes must be 
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written as functions of the discrete gradients 

of the entropy variables, 

(24) 
(𝜇̂𝑤𝑥(𝐱))

𝑥
≈ 𝑃−1Δ𝐟(̅𝑣)

= 𝑃−1(−𝐷𝑇𝑃[𝜇̂]𝐷 + 𝐵[𝜇̂]𝐷)𝐰 

where [𝜇̂] is the diagonal positive semi-

definite viscosity matrix, which is 

constructed from block-diagonal 

combinations of positive semi-definite 

matrices. Note that this discrete viscous 

operator satisfies a telescoping conservation 

property, which is identical to that of the 

inviscid term. 

 

4.3 SSSCE-BSV implementation details 

Without the addition of the Brenner 

flux term, our scheme is identical to the 

entropy stable spectral collocation element 

(SSSCE) scheme5.  We integrate in time 

using a 4th order five stage low storage16.  

Note that this scheme violates the entropy 

stability property of the semi-discrete 

operator by a factor proportional to the local 

temporal truncation error. Second-order 

temporal schemes that preserve these 

properties have been explored4. The 

development of high-order temporal 

discretization’s that retain the entropy 

stability properties of the spatial operators is 

an area of ongoing research.  At each stage, 

we begin by calculating the Euler and 

Navier Stokes fluxes as well as the penalty 

terms5.  The spatial derivatives are 

approximated   using the high-order SBP 

operators presented in Sections 4.1-4.2. 

The amount of AD added in each 

element is controlled by 𝜷 and is done in a 

manner like the entropy viscosity method10. 

The artificial viscosity coefficient is 

constructed such that it is proportional to the 

residual of the entropy equation.  Since the 

residual grows as 𝑂(∆𝑥−1) at strong 

discontinuities, we bound the entropy 

viscosity coefficient from above by the 

quantity that is equivalent to the artificial 

viscosity of the first-order fully upwind 

scheme. We also apply the least squares 

smoothing to 𝜷 to guarantee that the 

viscosity coefficient is a differentiable 

function within each element. Once 𝜷 is 

determined, we add the Brenner artificial 

dissipation flux contribution to 
𝑑𝐮

𝑑𝑡
 and 

integrate the discrete solution  in time.  

Given that we are using the Brenner viscous 

flux and entropy viscosity method to add 

dissipation to the SSSCE scheme, we refer 

to this scheme as the SSSCE-BSV scheme.  

 

5. Discrete Entropy Estimate 

 

 With the SBP discrete derivative 

operators in place, the regularized NS 

equations (3) can be discretized in a single 

grid element as follows: 

(25) 
𝑑𝐮

𝑑𝑡
+ 𝑃−1Δ𝐟̅ = 𝑃−1Δ𝒇̅𝑁𝑆 + 𝑃−1Δ𝜷𝒇̅𝐵 + 𝑃−1𝐠𝐵 , 

 

where 𝐠𝐵 is a penalty term, which enforces 

the interface and boundary conditions.  This 

spectral collocation scheme given by Eq. 

(25) satisfies a semi-discrete entropy 

condition that mimics the continuous 

counterpart, Eq. (15) if some constraints are 

imposed on the high-order inviscid flux 𝐟.̅ 

Indeed, multiplying Eq. (25) by 𝐰𝑇𝑃 from 

the left, we have 

(26) 

𝐰𝑇𝑃
𝑑𝐮

𝑑𝑡
+ 𝐰𝑇Δ𝐟̅ = 𝐰𝑇Δ𝒇̅𝑁𝑆 + 𝐰𝑇Δ𝜷𝒇̅𝐵 + 𝐰𝑇𝐠𝐵, 

 

where 𝐰𝑇 = [𝑤(𝑢1), … , 𝑤(𝑢𝑝+1)]
𝑇
is a vector of 

entropy variables.  The semi-discrete 

entropy estimate is achieved by mimicking, 

term by term, the continuous estimate 

outlined above.  The estimate has been 

carried out for the NS equations elsewhere 

and since the Brenner’s flux term can be 

handled similarly to the NS flux term, we 

omit the details here5.   
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6. Numerical Results 

 

The accuracy and robustness of the 

schemes developed herein are tested using 

standard benchmark problems with smooth 

and discontinuous solutions. The problem 

with the smooth solution is the propagation 

of a viscous shock. The problems that 

have discontinuous solutions include the 

Lax shock tube problem and the interaction 

of a shock with an acoustic wave.  As a 

reference, we compare the new artificial 

dissipation against a conventional residual 

based dissipation20.  

 This scheme is referred to as 

SSSCE-LFR which is identical to the 

scheme (25) except for the artificial 

dissipation term is based on the Laplace 

operator and the artificial viscosity 

coefficient is proportional to the residual 

𝐿𝒖𝒊 = 𝐟𝐮𝐮𝐱 − 𝐟𝐱 .  Again, smoothing is 

applied, so that the artificial dissipation 

coefficient is linearly interpolated inside the 

element while its interface value is 

determined by taking the maximum of two 

interface residuals.  

 

6.2 Viscous shock 

The convection of a viscous shock is used to 

test the error convergence of our scheme. 

The exact solution of this test problem can 

be constructed analytically for the Prandtl 

number ¾.  A full derivation of this exact 

solution can be found elsewhere8. 

The convergence rate for the viscous 

shock is evaluated on a sequence of properly 

nested uniform and nonuniform grids. The 

shock is initially located in the middle of the 

domain. The Reynolds number is 𝑅𝑒 =  10 

and the reference Mach number is 𝑀 =  2.5. 

The equations are integrated until 𝑡 =  0.2.   

The maximum norm of error calculated 

using the 4th-order SSSCE scheme along 

with the SSSCE-BSV  and SSSCE-LFR 

methods on the uniform and the nonuniform 

grids are shown in Figs. 1 & 2.  As evident 

in Figs. 1 & 2, the (p+1)th-order of 

convergence is achieved on both uniform 

and nonuniform grids 
 

 
Figure 1 The max error convergence obtained with 4th-

order SSSCE, SSCE-BSV, and SSSCE-LFR schemes on 

uniform grids for the viscous shock problem. 

 

 
Figure 2 The max error convergence obtained with 4th-

order SSSCE, SSCE-BSV, and SSSCE-LFR schemes on 

nonuniform grids for the viscous shock problem. 

6.3 Lax shock tube problem 

 To test the proposed scheme for 

flows with strong discontinuities, we use the 

classical Riemann problem of Lax.  The 

initial distributions of the density, velocity, 

and pressure are 

 

(ρ, v, p)  =  {
(0.445, 0.698, 3.528) for 0 ≤ x <  0.5 
(0.5, 0, 0.571) ,           for 0.5 ≤ x <  1.

 

 

 We see that while the SSSCE 

scheme is highly oscillatory for this problem 

(Fig. 3), the other two methods are quasi-
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monotone.  Notice that the BSV method is 

less dissipative at the contact discontinuity 

and it is slightly more dissipative at the 

bottom of the shock which prevents it from 

undershooting (Fig. 4).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.4 Shock/acoustic wave interaction  

The next test problem considered is 

the interaction of a moving shock with 

smooth density fluctuations. The solution of 

this benchmark problem contains both 

strong discontinuities and smooth structures, 

which is very well suited for testing high-

order shock-capturing schemes. The 

governing equations are the time-dependent 

1-D Euler equations subject to the following 

initial conditions: 

 

(ρ, v, p)  = {
(3.857, 2.629, 10.33), 0 ≤ x <  1 
(1 + 0.2sin(5x), 0, 1) , 0.5 ≤ x < 1

 

 

The governing equations are integrated in 

time up to t = 1.8. The exact solution to this 

problem is not available. Therefore, a 

numerical solution obtained with the 5th-

order Energy Stable WENO finite difference 

scheme on a uniform grid with 4000 grid 

cells is used as a reference solution22. 

 As expected the SSSCE method is 

highly oscillatory for this testcase.  Also, we 

see that the LFR method is more dissipative 

in the smooth regions upstream of the shock 

but does not dissipate the weak shock 

sufficiently to avoid an overshoot.  In 

contrast to the LFR scheme the new method 

is less dissipative in regions where the 

solution is smooth and provides better 

shock-capturing capabilities at strong 

discontinuities. 

 
 
 

 

 

 

 

 
 

 

Figure 5  The comparison of the reference solution of the 

shock/acoustic wave interaction problem with the 

numerical results obtained using SSSCE with 4th-order 

polynomials on each element and 128 elements. 

 
 
 
 
 
 
 

Figure 3 The comparison of the exact density profile of the 
Lax problem with the numerical solution of the SSSCE 
scheme using 4-th order polynomials on each element and 
128 elements. 

Figure 4 The comparison of the exact density profile of the 
Lax problem with the numerical solution of the SSSCE-BSV 
and SSSCE-LFR scheme using 4-th order polynomials on 
each element and 128 elements. 
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Figure 6  The comparison of the reference solution of the 

shock/acoustic wave interaction problem with the 

numerical results obtained using BSV & LFR with 4th-

order polynomials on each element and 128 elements. 

6.5 Computational cost  

 To determine the computational cost, 

we used the classical Riemann problem of 

Sod which includes a rarefaction wave, 

contact discontinuity and shock.  For each 

polynomial order p and number of elements 

N, the average time taken to complete one 

RK time step was recorded for all three 

methods.  Since, the SSSCE -LFR and 

SSSCE -BSV methods  the same underline 

scheme (SSSCE), the computational costs 

are calculated relative to the SSSCE cost 

(i.e. “2” means that for  given p, N the CPU 

time of a given method was on average 

twice as long per RK time step as compared 

to the SSSCE method for the same values of 

p, N ).  As follows from the results 

presented in Tables 1 & 2, the computational 

cost for the LFR method is nearly twice that 

of the BSV method.  While both schemes 

consistently decrease in computational cost 

as the polynomial order increases, only the 

BSV method decreases in computational 

cost as the number of elements increase—

the LFR method has the opposite trend.  The 

decrease in computational cost of the BSV 

method is due to the inherent switching 

mechanism which identifies cells that do not 

need artificial dissipation. 

    

N/p 3 4 5  6 

8 3.04 3.02 2.97 2.90 

16 3.10 3.08 3.02 2.94 

32 3.16 3.14 3.08 3.00 

64 3.21 3.20 3.13 3.04 

128 3.25 3.21 3.16 3.10 
 Table 1 Computational cost for SSSCE-LFR method. 

N/p 3 4 5  6 

8 1.70 1.68 1.66 1.62 

16 1.67 1.64 1.61 1.58 

32 1.65 1.62 1.60 1.58 

64 1.64 1.62 1.59 1.55 

128 1.64 1.60 1.56 1.54 
 Table 2 Computational cost for SSSCE-BSV method. 

7. Conclusion & Future Research 

 

We have presented a new class of 

high-order entropy stable artificial 

dissipation (AD) spectral collocation 

operators for the 1-D unsteady Navier-

Stokes equations.  The new AD preserves the 

super convergence properties of the baseline 

spectral collocation operators, satisfies the 

summation-by-parts convention and discrete 

entropy inequality, thus facilitating a nonlinear 

L2-stability proof for the symmetric form of 

the regularized Navier-Stokes equations.  

When compared to the state-of-the-art 

artificial dissipation (SSSCE-LFR), we see 

that the SSSCE-BSV method is less 

dissipative in smooth regions and contact 

discontinuities while providing better shock-

capturing capabilities at both strong and 

weak shocks and hence less likely to form 

nonphysical results such as negative density.  

Furthermore, the computational cost of the 

BSV scheme is by a factor of 2 less than that 

of the conventional counterpart.  
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The entropy equation residual can 

also be used as an error estimate to drive a 

grid adaptation process. Local r-refinement 

(node movement that preserves the grid 

connectivity) and h-refinement (splitting of 

one grid cell into several cells of smaller 

size) can be efficiently utilized to minimize 

the residual of the entropy equation. In 

addition to constructing new grid adaptation 

methods, we are also looking into 

developing fully discrete entropy stable 

schemes. Currently, we are using an explicit 

4th order five stage low storage Runge-

Kutta scheme, which does not provide 

entropy conservation or dissipation. To 

overcome this problem, we plan to construct 

new high-order implicit schemes which are 

entropy stable.  One of the advantages of 

using an implicit scheme is that it is 

unconditionally stable and does not impose 

severe bounds on the time step which 

becomes stricter as the grid is locally 

refined. 
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